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Abstract

Process migration has been advocated as a means of improving the load balancing and reliability of distributed systems. This paper reviews the major design issues for process migration algorithms, such as the amount of state information to be transferred and times at which information should be transferred. This examination demonstrates the existence of a process migration algorithm which has not previously been documented\(^1\). After describing the existing algorithms, the new algorithm is given and compared to the other algorithms. The new algorithm promises better load balancing results while avoiding residual dependencies.

1. Introduction

Distributed systems allow the movement of information between the various nodes of the system. In many distributed systems only data (such as files, database records, etc) may be transferred between the nodes. Other systems allow the site of execution of a process to be changed by transferring the relevant information from one host to another. This movement of the execution site of a process is known as process migration [19]. Various terminology is used in connection with process migration. In this paper the initial site of execution of a process will be referred to as the source host and the new site of execution as the destination host, following Powell et al [14].

The migration of a process requires the transfer of (at least part of) the kernel data structures relating to that process and the process' address space. Once a sufficient amount of information about the process has arrived at the destination host execution of the process may resume. The exact information which must be transferred, and the order in which it is transferred, varies between systems and the process migration algorithms which have been proposed.

Process migration may be used to improve the performance of a system in a number of areas. For example:

- Dynamic load balancing
  In a distributed system the processing load of the various hosts will often vary significantly. Processes may be migrated from hosts which have a relatively higher load to hosts which have a relatively lower load so as to spread the work load more equitably across the system.

- Improved Reliability
  Sometimes the impending shutdown of a host may be known in advance (such as for periodic maintenance). A process may be migrated to another host so that it will survive the shutdown of its current host processor.

- Reduced network traffic
  A small process may be migrated to the site of a resource which cannot be moved (such as a particular device) or a resource whose movement would cause more traffic than migrating the process (such as a large database). When the process has used the resource, it may be migrated back to its original host.

\(^1\)After an extensive literature review, we have been unable to find any previous description of the algorithm presented in this paper. One of the purposes of presenting the algorithm in this forum is to allow any who may have previously described this algorithm in the literature to inform us of their work.
The decisions as to when it would be useful to migrate a particular process and which host should be the destination of the migration are system policy decisions and are outside the scope of this paper.

Process migration algorithms all have a number of basic tasks they must carry out:

- The process must be suspended on the source host,
- Its state must be transferred to the destination host,
- Its execution must be resumed on the destination host.

The issues in the design of process migration algorithms are:

- The detail of carrying out each task,
- The order in which the tasks are carried out.

By examining the possible alternatives for dealing with these issues the nature and relationship of the fundamental process migration algorithms will be clarified. This process will also demonstrate the existence of a fundamental process migration algorithm, which we call post-copy, which we believe has not previously been described in the literature.

Existing process migration algorithms suffer from one or both of the following problems:

- A considerable time lag between the decision to migrate being made and the resumption of execution on the destination host,
- A continuing reliance on information stored on the source host (residual dependencies).

After describing post copy, a comparison, in general terms, is made between it and the other fundamental process migration algorithms. Post copy does not suffer from the second drawback above and has a noticeably smaller time lag then other algorithms also free of residual dependencies. Finally, an outline of a planned implementation of the algorithm is presented.

2. Design Issues for Process Migration Algorithms

The following tasks are performed when a process is migrated:

- The decision is taken to migrate the process.
- The execution of the process on the source host is suspended.
- The state of the process is transmitted from the source host to the destination host.
- The state of the process is reconstructed on the destination host.
- The execution of the process is begun ("resumed") on the destination host.
- Information about the process is removed from the source host.

These tasks are common to all process migration algorithms. For some of them, the details of how they are carried out vary with the actual algorithm. For others, the details are independent of the algorithm being employed. The tasks which fall into the latter category are: the mechanism used to decide when to migrate a process (a policy decision), the reconstruction of the process at the destination host (dependent upon the mechanisms of the operating system) and the removal of the information from the source host (again dependent upon the operating system). Process migration algorithms also vary in the order in which the tasks are carried out, except that obviously the decision to migrate must come first and information can only be removed from the source host once it has been transferred to the destination host (although this may be on a piece by piece basis or all information at once). Process migration algorithms may also involve other entities besides the source and destination hosts. We shall not consider such algorithms. A detailed treatment of these issues may be found in [17].

The design issues which differentiate the various algorithms are then:

- How much of the process' state is transferred from the source host to the destination host?
<table>
<thead>
<tr>
<th>amount of state information transferred</th>
<th>process suspended</th>
<th>process resumed</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 all</td>
<td>on decision to migrate</td>
<td>on completion of full transfer</td>
</tr>
<tr>
<td>2 all</td>
<td>on decision to migrate</td>
<td>on completion of minimal transfer</td>
</tr>
<tr>
<td>3 all</td>
<td>on completion of transfer</td>
<td>on completion of full transfer</td>
</tr>
<tr>
<td>4 all</td>
<td>on completion of transfer</td>
<td>on completion of minimal transfer</td>
</tr>
<tr>
<td>5 partial</td>
<td>on decision to migrate</td>
<td>on completion of full transfer</td>
</tr>
<tr>
<td>6 partial</td>
<td>on decision to migrate</td>
<td>on completion of minimal transfer</td>
</tr>
<tr>
<td>7 partial</td>
<td>on completion of transfer</td>
<td>on completion of full transfer</td>
</tr>
<tr>
<td>8 partial</td>
<td>on completion of transfer</td>
<td>on completion of minimal transfer</td>
</tr>
</tbody>
</table>

Table 1 Possibilities for process migration algorithms

- when is execution of the process on the source host suspended?
- when is execution of the process on the destination host resumed?

The last point may be restated as: how much of the process' state must be present on the destination host before execution may be resumed? There are a number of other issues which affect a process migration mechanism, but these are either dependent on a particular system or a matter of designer choice (e.g., how are residual dependencies from communication links avoided or is the migration mechanism to be implemented inside the kernel or outside of it?). Such issues are orthogonal to the actual process migration algorithm.

For each of the issues listed above there are a number of possible alternatives.

The amount of state of information that will be migrated may be:
- all of it
- only that portion of the state information which is required by the process for execution on the destination host

As it is impossible to determine in advance what portion of the state information will be required, the second alternative leads to the state information being transferred piece by piece, as required by the process.

Execution of the process on the source host may be suspended:
- immediately the decision to migrate is taken
- when the state transfer is complete
- when some portion of the state transfer is complete

The second and third alternatives will normally require some repeated transfer, as the process may alter some data on the source host after that data has been transferred to the destination host. The data must be recopied after the process has been suspended to ensure that it will have an up to date version of it when execution is resumed. The most obvious portion of the state information to transfer for the third alternative is that part of the address space not currently in the process’ working set (or the portion of the address space not currently in physical memory, etc., depending upon the system), as this information is least likely to be altered by the process during the transmission process. However, this does not
take account of changes in the working set during the transmission process.

Execution on the destination host may be resumed
- when the state transfer is complete,
- when the minimal possible amount of state information has been transferred (normally the minimal amount of kernel data necessary to reconstruct the process on the destination host), or
- when some other portion of the state transfer is complete.

The second and third alternatives will often result in the process requesting information which is not currently present at the destination host. The process will then be suspended while this information is recovered from the source host. The most obvious portion of the state information to transfer, in addition to the kernel data, is the process' current working set (or portion of the address space in physical memory, etc., depending upon the system) as this is the information most likely to be immediately required by the process when execution is resumed.

It should be immediately obvious to the reader that some possible combinations of the above alternatives are unreasonable. In particular, those combinations where the process' execution is resumed after less state is transferred than required for process suspension can be ignored.

In this paper we will not consider the possibility of process suspension and resumption after partial transfer, concentrating instead on the basic alternatives. Again, for a more complete consideration of the design alternatives, see [honours thesis]. In most cases these additional alternatives lead merely to slight variations of the basic algorithms. This limitation will simplify our attempt to consider the basic migration algorithms. Also we restrict ourselves, for the most part, to process migration algorithms which involve only the source and destination hosts, and no third party (such as a file server). Given these restrictions, the possible alternatives for process migration are listed in table 1. It can be seen that options 4, 5, 7 and 8 are unreasonable, as noted in the previous paragraph.

3. Process Migration Algorithms

There have been a number of implementations of process migration described in the literature [eg., 1,4,7,18,20,21,22,23]. Most of these implementations may be directly related to one of the options found in table 1. Those that are not introduce other entities into the process migration mechanism [3,4] and an example of this is discussed in section 3.4. Process migration implementations described in the literature employ one of the following four process migration algorithms:
- eager copy
- lazy copy
- pre-copy
- flushing

3.1 Eager Copy

Eager copying corresponds to the first option in table 1. For eager copy, the tasks which must be undertaken to migrate a process are performed in the following order:
- The decision is taken to migrate the process.
- The execution of the process on the source host is suspended.
- The entire state of the process is transferred, including the entire contents of the address space and all relevant kernel data (such as information on open files, message channels, execution state, current directory, etc., depending on the particular system).
- The state of the process is reconstructed on the destination host.
- The execution of the process is begun ("resumed") on the destination host.

Execution of the process is not resumed until all state information has been fully transferred. The information held by the source host may be removed as it is transferred or when execution is resumed. Removal is often achieved simply by using the normal process destruction operation on the process image held by the source host. Eager copy process migration is depicted in figure 1.
Eager copy [eg., 14,20] is the simplest, and probably the most commonly used, process migration algorithm. Its conceptual simplicity allows a relatively straightforward implementation. The length of the delay between process suspension and resumption will be dependent on the size of the process, but will generally be longer than with other process migration algorithms. For certain classes of processes (such as real time or those with large amounts of I/O) such a delay may be undesirable.

3.2 Lazy Copy

Eager copy transfers all information relevant to the process, before the process resumes execution on the destination host. In contrast lazy copy [22], which corresponds to option 6 from table 1, transfers only the minimum necessary information for the process to resume execution. This will usually consist of all or part of the data held by the kernel about the process and a small part (such as two to three pages, etc) of the address space. All other information is transferred only when referenced by the process executing on the destination host. The order of the tasks is as follows (and depicted in figure 2):

- The decision is taken to migrate the process.
- The execution of the process on the source host is suspended.

- The minimal necessary subset of the process' state is transmitted from the source host to the destination host.
- The state of the process is reconstructed on the destination host from the state information transmitted in the previous step.
- The execution of the process is begun ("resumed") on the destination host.
- Other state information is transferred as required.

Once the process resumes execution, reference may be made by the process to state information which still resides on the source host. Any such reference is trapped by the destination host kernel, and the information requested from the source host. The execution of the process will be suspended while the state information is requested and sent from the source host. While this will appear to the process as a normal delay as, for example, with a page fault, it will typically be of longer duration than with local page fault servicing. The exact duration of the delay will depend upon the characteristics of the network connection between source and destination.

As state information is only sent to the destination host when it is required there is no general method for determining when any particular portion of the process' state will be transferred. This results in the process' state being spread across destination and source hosts (or multiple source hosts if the process is migrated a number of times). The continued execution of the process than depends upon the continued execution of both source and destination hosts and the liveness of the connection between them. This is the residual dependency problem [4].

The advantages of lazy copy are

- the speed with which execution of the process is resumed upon the destination host and
- the possibility of an overall reduction in network traffic.

The first is achieved as only a minimal amount of information is transferred before execution may begin. The second results from avoiding the need to transfer all the state information.
There is still some delay between suspension and resumption, resulting from the network transmission time of the state information which is sent, and the cost of process creation on the destination host.

As lazy copy results in residual dependencies on the source host, it cannot be used to improve system reliability. Dynamic load balancing, may also be impaired, as the costs associated with remote references can adversely affect the source host. Even so, the copy on reference strategy has been successfully implemented in Accent [22], Mach [7] and OSF/1 AD [13] systems.

3.3 Pre-Copy

Pre-copy corresponds to option 3 from table 1. In contrast to the previous two algorithms, pre-copy does not suspend the process and transfer its kernel data until all (or at least most) of the address space of the process has been transferred from the source host to the destination host. Pre-copy takes place as follows (and depicted in figure 3):

- The decision is taken to migrate the process.
- The address space of the process is transferred.
- In parallel with this transfer, execution of the process continues on the source host.

- When address space transfer is complete, execution of the process on the source host is suspended.
- All relevant kernel data (such as information on open files, message channels, execution state, current directory, etc, depending on the particular system) and any portions of the address space which were altered after initial transfer are sent to the destination host.
- The state of the process is reconstructed on the destination host.
- The execution of the process is begun (“resumed”) on the destination host.

There is no way of knowing, in general, whether a particular page (or segment, etc, depending upon the system) will be accessed by the process on the source host after that page has been transferred to the destination host. This means that all information must be retained on the source host until migration is complete. It also means that the transfer of the kernel data must be accompanied by a final flush of the address space to transfer any pages that have been altered after their initial transfer. Note that this means that pre-copy will transfer some information twice.

Pre-copy has been implemented on the V operating system [21]. Pre-copy does succeed in avoiding the large time lag present in eager
copy between process suspension and process resumption. However, the overall lag between the decision to migrate and the commencement of execution on the destination host will, usually, be longer than with eager copy, due to the need to transfer some information twice. Depending on the exact memory activity pattern of the process, the final delay may also be quite long if large sections of the address space must be re-copied.

3.4 Flushing

Most implementations of process migration reported in the literature directly involve only the source and destination hosts. However, a small number involve a third entity (such as a file server). An example of this is the process migration mechanism of Sprite [4]. In this section we give a brief description of the underlying algorithm, called flushing (see figure 4). For a discussion of the issues raised by introducing a third party to the process of migration, see [17].

Flushing depends upon the operating system’s implementation of virtual memory. In Sprite backing storage for virtual memory is implemented using ordinary files. These backing files are stored by the network file server. They are thus equally accessible from anywhere in the network.

Migration using flushing proceeds as follows:

- The process is suspended on the source host.
- All dirty pages are flushed to the file server.
- The kernel data of the process is packaged and transferred to the destination host.
- The kernel data is rebuilt on the destination host.
- The process resumes execution on the destination host, with pages being retrieved from the file server using the standard page fault handling mechanism.

Flushing can avoid all residual dependencies, and may significantly reduce the time lag experienced by a process between suspension and resumption. Any actual reduction is dependent on implementation policy decisions and network speed. Flushing has been found to be an effective strategy for migration under Sprite. However, there is the requirement that memory be supported using the same mechanism as files so that page faults can be efficiently resolved using the file server.

4. Migration by Post-Copy

In the above discussion of the process migration algorithms previously described in the literature, the reader may have noticed that one of the viable options from table 1 (number two) has not been covered. This algorithm, which we call post-copy displays some advantages over the other algorithms, as discussed in the following section.

Post copy displays some similarities to the other algorithms. This is to be expected, as it does not differ from the others in all the design areas identified in section 2. As with lazy copy, process execution is resumed on the source host as soon as possible after the migration decision is made. In common with pre-copy, state transfer takes place in parallel with process execution, but for post-copy the execution is on the destination host, not the source.
Briefly, post-copy process migration is carried out as follows (see figure 5):

- The decision is taken to migrate the process.
- The execution of the process on the source host is suspended.
- The minimal necessary subset of the process' state is transmitted from the source host to the destination host.
- The state of the process is reconstructed on the destination host from the state information transmitted in the previous step.
- The execution of the process is begun ('resumed') on the destination host.
- In parallel with the execution on the destination host, the source host transmits the remaining state information to the destination host.
- At any time the process requires state which has not yet been transmitted, a request can be sent to the source host.
- The source host replies with the requested state information.

When all of the process' state (as held by the source host) has been transmitted, the source host may discard the process image, using the normal process destruction mechanism. Note that the replies to the requests from the destination host for specific portions of the process' state should take precedence over the transfer of the remaining state information, as the need for it is more urgent. That is, when the source receives such a request, it should reply to it before it continues to send any of the remaining state information. Also, information that is sent in reply to such as request should be marked by the source host as transferred, and not re-sent later.

Once the process resumes execution on the destination host, the transfer of pages from the source host to the destination host should be transparent to the execution of the process. When reference is made to state which already resides on the destination host (as a result of earlier transmission) the process should be able to access the state in the usual manner for the operating system. Any reference which is made to state which does not reside on the destination host must be either waiting to be transmitted on the source host, or in transit from the source. In both cases, the reference is trapped by the kernel, and a request for the information is sent to the source host, with the process being blocked until the information arrives. This will appear to the process as a normal delay due, for example, to a page fault, though the delay will usually be of a longer duration than with local page fault servicing. The exact duration of the delay will depend upon the characteristics of the network connection between source and destination, and the location of the state in the transmission steps.

5. **Comparison of Post-Copy with other Algorithms**

Comparing process migration algorithms is a difficult problem. Many reports of implementations of process migration include a quantitative assessment of the implementation [4,20,22]. However, comparing implementations, which may vary in their hardware, the network and process environment in which they were tested and the algorithm employed, is problematic at best. This makes quantitative comparisons of the different algorithms difficult to obtain.

As we have not yet implemented post-copy, quantitative evaluation is currently unavailable.
It is possible to make some qualitative comparisons between post-copy and the other algorithms. We will consider the following areas:

- delay between decision to migrate and the resumption of execution on the destination host,
- total delay experienced by a migrating process,
- the amount of residual dependencies, and
- the amount of network traffic required.

Other areas (such as delay to reduction of processing load on source host) could be examined, but those listed will give some indication of the potential value of post-copy.

Using post-copy, the delay between the decision to migrate a process and its resumption of execution on the destination should be as short as that provided by lazy copy and shorter than any other algorithm. This results from the initial transfer of only a minimal subset of the process' state to the destination host. All other algorithms (except lazy copy) require the transfer of additional information before execution is resumed, so it is reasonable to assume they would result in a longer delay.

The total delay to execution of a process refers to the amount by which the transfer of kernel state and address space over the network delays completion of the process' execution. We expect that the delay experienced with post-copy would probably be slightly worse than with pre-copy and as good or better than that with either lazy or eager copy, although this will vary dramatically with individual process and network behaviour.

Making such comparisons in general is difficult. For example, with pre-copy the process continues execution on the host while another, new, process transfers the address space to the destination. This additional process may cause some delay to the migrating process' execution. The amount of this delay is hard to quantify in general terms. Ignoring this factor, the only delay suffered by pre-copy is the final flush of pages altered after their initial transfer. Depending upon the amount of time taken to carry out the pre-copying, the number of pages affected would probably be reasonably low, usually approximating the number of pages in the working set. Processes migrated using post-copy, in addition to an equivalent transfer of the working set, will experience delays due to the requests for pages before they have been transferred in their normal order. This additional delay results in the total delay being slightly more than with pre-copy. However, when the effect of the transferring process of pre-copy is taken into account the difference between the two will most likely be slight. Only detailed comparative measurements upon a single system will show the exact nature of the difference.

The delay using post-copy will probably be shorter than with lazy copy as, although the latter does not need to transfer all information, the process is delayed for every initial request for a page, whereas with post-copy, some pages will be transferred before the process requests them. This will be affected by exactly how many pages are requested by a process migrated using lazy copy. With eager copy, all information is transferred before the process resumes execution, whereas post-copy allows some parallelism between transfer and execution, reducing the delay.

Though lazy copy achieves both a minimal execution delay and a reasonably short total delay, it does so at the expense of residual dependencies. In contrast, post-copy while initially mimicking lazy copy with its transfer of minimal state information avoids residual dependencies by transferring the remaining process state after the process has been resumed. In this it matches eager and pre-copy. While a particular implementation may not totally avoid residual dependencies, this is a function of the implementation and not an inherent feature of the algorithm. While post-copy does retain some state on the source host after the process resumes execution on the destination, this state information will be transferred to the destination host within a finite time period.

Post copy will probably result in higher rates of high network traffic than the other migration algorithms. This is fairly obvious in the case of lazy copy, as the information that is never transferred will not generate any network
traffic, whereas post-copy requires all state information to be transferred. With eager copy, while all state information must be transferred, no request messages are required, whereas such messages will usually be sent when a process is migrated using post-copy. In contrast we do not expect post-copy message costs to be significantly higher than those of pre-copy. With pre-copy, some pages (those altered after initial transfer) are sent twice. With post-copy, those requested from by the destination will require two messages (request and transfer). The exact affect of this on network traffic will probably depend upon the relative size of network messages and memory pages (or other division of memory).

The comparisons made here are hypothetical only and await confirmation from actual testing. We plan to implement the other basic algorithms in our test environment to enable direct comparisons between them and post-copy.

6. Future Work

As noted earlier, we believe that post-copy process migration has not previously been described in the literature. Correspondingly we are unaware of any implementation of the algorithm. We are therefore carrying out an initial implementation of post-copy process migration. The primary goal for this work is to develop a working implementation of post-copy migration. This will allow us to establish the practical viability of the algorithm. We will then be able to use this implementation to carry out direct performance comparisons with other migration algorithms described in section 3 above. These algorithms will be implemented on the same system as post-copy, allowing some meaningful comparison to be made between the algorithms.

As a secondary goal, we hope to achieve migration transparency at the process level, i.e. no user level process will be aware of any process migration, before, during or after the migration. While this is a valuable attribute of a fully useable implementation of process migration, we believe it is not absolutely necessary for our initial implementation.

The implementation is based on the Open Software Foundation Research Institutes mk6.1 release of the Mach microkernel for the Intel 386/486 architecture, using the mkLinux operating server as our user interface to Mach [5]. Development is being performed using the supplied OSF build tools on the Linux operating system. The implementation of process migration will be at the Mach task level, below the operating system server. A Mach task corresponds to the general notion of a heavy-weight process, consisting of a collection of system resources, a large (potentially sparse) address space, and a number of threads which may reference these resources [5]. Implementing at the task level has the advantage of simplifying our migration mechanism, as state directly related to the operating system server (such as open files and pipes) are maintained by the operating system server, and will be unaffected by migration. Unfortunately this means that a dependency on the OS server at the source host will remain at the OS process level. This dependency is a result of the level at which we are implementing, not the algorithm itself and has been identified as being an issue in previous migration implementations [OSF Tech Report]. It is expected that the migration of the OS server at a similar time to the task migration will result in no dependencies remaining to the source host.

7. Conclusion

By examining the fundamental issues in the design of process migration algorithms we have identified a process migration algorithm that we believe has not been described elsewhere in the literature. As such, it has not previously been implemented on any platform. Post-copy transfers the minimal of process state to the destination host for resumption of execution as soon as the migration decision is made. The remaining state is then transferred in parallel with the process’ continued execution on the destination host. In common with the other process migration algorithms, post-copy may be used with any migration policy.
Post copy allows rapid load balancing and minimal delay to the process between the decision to migrate and the resumption of execution. Unlike lazy copy, which has similar properties, post copy avoids the problems of residual dependencies. As well as being useful for migration in general systems, it follows that post-copy would be attractive for process migration in real-time systems, where delays must be minimised. Any delays suffered by the process occur in small portions, rather than the single large delay suffered under eager copy. Unlike pre-copy, post-copy does not add extra load to the (already heavily loaded) source host by continuing the process execution in parallel with the process responsible for pre-copying the process state. Instead, this temporary load is transferred to the destination which, under most migration policies, will be relatively lightly loaded.

Work has already begun on an implementation of post-copy migration, on the Mach operating system kernel. This will be used to carry out quantitative comparisons between post-copy and other process migration algorithms. The results of this work will be reported in [17] and a future publication.
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