USING SIGNIFICANT, POSITIVELY ASSOCIATED AND RELATIVELY CLASS CORRELATED RULES FOR ASSOCIATIVE CLASSIFICATION OF IMBALANCED DATASETS

TECHNICAL REPORT 614

FLORIAN VERHEIN AND SANJAY CHAWLA
SCHOOL OF INFORMATION TECHNOLOGIES
THE UNIVERSITY OF SYDNEY

AUGUST 2007
Using Significant, Positively Associated and Relatively Class Correlated Rules for Associative Classification of Imbalanced Datasets

Florian Verhein
The School of Information Technologies
University of Sydney
fverhein@it.usyd.edu.au

Sanjay Chawla
The School of Information Technologies
University of Sydney
chawla@it.usyd.edu.au

Abstract

The application of association rule mining to classification has led to a new family of classifiers which are often referred to as “Associative Classifiers (ACs)”. The advantage of ACs is that they are rule-based and thus lend themselves to an easier interpretation. Another advantage that ACs enjoy is that they are based on a global search criterion, unlike other rule-based classifiers – e.g. decision trees – which use a greedy search strategy.

Rule-based classifiers can play a very important role in applications such as medical diagnosis and fraud detection where “imbalanced data sets” are the norm and not the exception.

The focus of this paper is to extend and modify ACs for classification on imbalanced data sets using only statistical techniques. We combine the use of statistically significant rules with a new measure, the Class Correlation Ratio (CCR), to build an AC which we call SPARCCC. Experiments show that in terms of classification quality, SPARCCC performs comparably on balanced datasets and outperforms other AC techniques on imbalanced data sets. It also has a significantly smaller rule base and is much more computationally efficient.

1 Introduction

Since the introduction of CBA [8] many variations on Associative Classifiers have been proposed in the literature [7, 2, 17, 15, 4, 5, 3, 13]. Most of the ACs are based on rules discovered using the support-confidence paradigm and the classifier itself is a collection of rules ranked using confidence or variation thereof. In many application domains, the data sets are imbalanced, i.e., the proportion of samples from one class is much smaller than the other class(es). Additionally, the smaller class is the class of interest. Unfortunately, the support-confidence framework does not perform well in such cases. Can AC techniques be used for the imbalanced situation?

Recently Webb [16] has shown the value of using statistically significant rules and has demonstrated that many of the rules mined using support-confidence are spurious and are irregularities in the data rather than properties of the underlying population. We believe that the same holds true from rules used for classification. It is also well known that confidence has non-intuitive properties in imbalanced data sets. For example, high confidence rules can also be negatively correlated. In this paper we combine statistically significant rules with a new measure, the Class Correlation Ratio (CCR), which leads to a better classifier. As we will show, CCR overcomes the weaknesses of correlation and confidence. Furthermore, our method does not use the support-confidence paradigm.

We make the following contributions:

• We propose the Class Correlation Ratio (CCR), which measures the relative class correlation of a rule and overcomes the downsides of correlation. A high CCR is desirable because it means the rule is more positively correlated with the class it predicts than the alternative(s). CCR also forms the basis of an effective rule ranking method that does not require confidence. This method could also be beneficially employed in other algorithms.

• We prove that confidence and support are biased toward the majority class in imbalanced datasets in the context of CCR.

• We propose an Associative Classifier that is based purely on statistical techniques. We call the method Significant, Positively Associated and Relatively Class Correlated Classification (SPARCCC) because we use only rules that are statistically significant (using a one sided test so the antecedent is positively associated with the class), and where the antecedent is more correlated with the class than with
2 Associative Classification (Background)

In Association Rule Mining (ARM) the data is a set of transactions \( T = \{ t_1, ..., t_N \} \), each of which is a subset of the set of items: \( t_i \subseteq I \). The support of an itemset \( X \subseteq I \) is \( \text{sup}(X) = |\{ t_i : X \subseteq t_i \land t_i \in T \}| \). An association rule \( X \rightarrow Y \) is an implication between two mutually exclusive itemsets \( X \) and \( Y \). The support of \( X \rightarrow Y \) is \( \text{sup}(X \rightarrow Y) = \text{sup}(X \cup Y) \) and its confidence is 

\[
\text{conf}(X \rightarrow Y) = \frac{\text{sup}(X \rightarrow Y)}{\text{sup}(X)}
\]

In the Associative Classification problem, we assume a discrete dataset \( D \) with attributes \( A = \{ a_1, a_2, ..., a_{|A|} \} \), one of which is the class attribute \( a_c \). In every instance \( d \in D \), each attribute \( a_i \in A \) takes on one of a finite number of possible values \( V_i = \{ v_{i,1}, ..., v_{i,|V_i|} \} \) so that \( d = \{ v_{i,j}, v_{2,k}, ..., v_{|A|,l} \} \) (for some \( j, k, ..., l \)). As an ARM task, the attribute-value pairs become items (Namely, \( v_{i,1}, ..., v_{i,|V_i|} \)) and the instances become corresponding transactions. The previous instance \( d \) then becomes a transaction \( t = \{ (a_1 = v_{1,i}), (a_2 = v_{2,j}), ..., (a_{|A|} = v_{|A|,k}) \} \). Clearly, there will be \( \sum_{i=1}^{|A|} |V_i| = |I| \) items and each transaction will have size \(|A|\). Since the described mapping is a bijection, we can freely interchange instances and transactions when convenient. The Classification Rule Mining task is to find interesting rules \( X \rightarrow y \) where \( X \) is a set of a legal (an attribute cannot occur more than once) attribute value pairs and \( y \) is one of the class attribute value pairs. By interesting, we mean rules that, in conjunction with other mined rules, are likely to perform well for classification of unseen data.

3 Significance and Class Correlation Ratio

There are strong arguments for mining statistically significant rules [16]. These also hold true when the rules are used for classification, as we would like to make a decision based on significant evidence. We are interested in rules \( X \rightarrow y \) that are statistically significant in the positively associated direction. Toward that end, we use Fisher’s Exact Test (FET) on contingency tables of the form of Figure 1. FET is an exact test (permutation test). Given a table \( [a, b; c, d] \), FET will find the probability (p-value) of obtaining the given table or a table where \( X \) and \( y \) are more positively associated under the null hypothesis that \( \{ X, \neg X \} \) and \( \{ y, \neg y \} \) are independent, and that the margin sums are fixed. The p-value is given by:

\[
p([a, b; c, d]) = \sum_{i=0}^{\min(b,c)} \frac{(a+b)! (c+d)! (a+c)! (b+d)!}{n! (a+i)! (b-i)! (c-i)! (d+i)!}
\]

We only use rules whose p-values are below the level of significance desired. Rules that pass this test are therefore statistically significant in the positively associated direction. We also prune the search space using significance, rather than support, as outlined in Section 5.2. FET’s continuous approximation – the \( \chi^2 \) test – could also be used, however it is less desirable as it cannot distinguish positive associations (it is a two-sided test).

In addition to statistical significance, correlation also forms a very important component of our technique. We are interested in rules \( X \rightarrow y \) where \( X \) is more positively correlated with \( y \) than it is with \( \neg y \). In this paper we use the following definition of correlation\(^1\):

\[
\text{corr}(X \rightarrow y) = \frac{\text{sup}(X \cup y) \cdot |T|}{\text{sup}(X) \cdot \text{sup}(y)} = \frac{a \cdot n}{(a+c) \cdot (a+b)}
\]

\( X \) and \( y \) are positively (negatively) correlated if \( \text{corr}(X \rightarrow y) > 1 \) (\(< 1 \)), and independent otherwise. Note that \( \text{corr}(X \rightarrow y) = I(X, y) \), where \( I(X, y) \) is the Interest Factor [12]. This measure has downsides when used by itself. It is clear to see that increasing the size of the dataset

\(^1\)To be more precise, \( \text{corr}(X \rightarrow y) \) is the estimate of \( \text{corr}(X \rightarrow y) = \frac{P(X|y) \cdot P(y)}{P(X)} \), where \( \text{corr}(X \rightarrow y) \) is defined over the underlying process that generates the data. Also recall that support was defined as the number of transactions supporting an itemset – hence the \(|T|\) in \( \text{corr} \).
by increasing \(d\) (refer to Figure 1) will increase the correlation between \(X\) and \(y\) – even though it is actually increasing the association between \(\neg X\) and \(\neg y\). The reverse holds for decreasing \(d\). For example, consider the table \(T_1 = [100, 20; 20, 10]\) where \(X\) and \(y\) are have a strong association but \(\text{corr}(X \rightarrow y) = 1.04\) (almost independent!). If we increase \(d\) to get \(T_2 = [100, 20; 20, 200]\) then clearly \(\neg X\) and \(\neg y\) are strongly associated, but \(\text{corr}(\neg X \rightarrow \neg y) = 1.4\) while now \(\text{corr}(X \rightarrow y) = 2.36\)! This is clearly undesirable. This problem arises only in imbalanced datasets however – note how changing \(d\) changes the class distribution. We therefore do not search for positively correlated rules using it. When we speak of a rule being positively associated or correlated, we mean by using the one sided test of significance described above. The FET does not have this downside because of the constant margin sum restriction. Indeed, \(p(T_1) = 0.041\) (significant at the 0.05 level) and \(p(T_2) = 1.07 \cdot 10^{-44}\) (highly significant).

We use \(\text{corr}(\cdot)\) to measure how correlated \(X\) is with \(\neg y\). That is, we use what we call the Class Correlation Ratio (CCR):

\[
\text{CCR}(X \rightarrow y) = \frac{\text{corr}(X \rightarrow y)}{\text{corr}(\neg X \rightarrow \neg y)} = \frac{a \cdot (b + d)}{b \cdot (a + c)}.
\]

This measures how much more positively the antecedent is correlated with the class it predicts, relative to the alternative class(es). This avoids the downsides of using an absolute correlation measure – indeed, terms cancel out. Furthermore, it makes a lot of sense intuitively – you would not want to use a rule that is more correlated with classes other than that it predicts! Returning to the example, \(\text{CCR}(\cdot) = 1.25\) for \(T_1\) and \(\text{CCR}(\cdot) = 9.17\) for \(T_2\). This also says that \(X \rightarrow y\) is a better rule under \(T_2\) than under \(T_1\). This is true – it is much more discriminative because under \(T_1\), \(y\) is already the majority class and therefore the rule does not provide much additional information. In fact, the Information Gain of using \(X \rightarrow y\) over \(\emptyset \rightarrow y\) is only 0.072 bits under \(T_1\) but is 0.215 bits under \(T_2\). Recall also that the rule was much more significant under \(T_2\). We only use rules with \(\text{CCR} > 1\), so that no rules are used that are more positively associated with the classes they do not predict. Furthermore, we use CCR in our Strength Score.

## 4 Relative Correlation Bias of Confidence (and Support) on Imbalanced Datasets

Confidence is widely used as a measure of strength of a classification rule \(X \rightarrow y\) because it is an estimate (the dataset is a sample) of the probability that, given the attribute-value pairs in \(X\) appear in a transaction (instance) \(t\) generated by the underlying process, the instance will have the class label \(y\). That is, \(\text{conf}(X \rightarrow y) \approx P(y \in t | X \subset t)\). The confidence of a significant rule (it does not make sense to use insignificant rules, and their confidences are unlikely to mean anything anyhow) is therefore a useful measure of the rule strength in classification – but only in balanced datasets: We show that confidence (and support, while we’re at it) are biased toward the majority class under the CCR. This is useful for explaining why using confidence to rank rules for classification of imbalanced datasets can give poor performance. It also provides us with additional reasons to use CCR for ranking rules, and Section 5.1 describes how we can correct for the bias. In our previous example, note that \(\text{conf}(X \rightarrow y) = 0.83\) in both \(T_1\) and \(T_2\), despite the rule being clearly better in \(T_2\).

### Lemma 1

Confidence (and support) are biased toward the majority class under the Class Correlation Ratio. Specifically (the statements in parentheses are defined in Figure 2):

1. If \(X \rightarrow y\) is more positively correlated than \(X \rightarrow \neg y\) but has a lower confidence (support), then \(y\) must be the minority class \((B \land C' \implies A)\).

2. If \(X \rightarrow y\) is more positively correlated and more confident (frequent) than \(X \rightarrow \neg y\), we cannot say anything about whether \(y\) is the minority or majority class \((B \land C \iff A \land B \land C' \iff \neg A)\).

3. If \(y\) is the minority class and \(X \rightarrow y\) is more confident (frequent) than \(X \rightarrow \neg y\), then it is also more positively correlated \((A \land C \implies B)\).

4. If \(y\) is the minority class and \(X \rightarrow y\) is less confident (frequent) than \(X \rightarrow \neg y\), there is no relationship between the correlation of the rules \((A \land C' \iff B \land A \land C' \iff \neg B)\).

5. If \(y\) is the minority class and \(X \rightarrow y\) is less positively correlated than \(X \rightarrow \neg y\), it is also less confident (frequent) \((A \land B' \implies C')\).
6. If \( y \) is the minority class and \( X \rightarrow y \) is more positively correlated than \( X \rightarrow \neg y \), then we cannot say anything about their confidences (supports) \((A \land B \implies C')\) and \( A \land B \iff \neg C'\).

**Proof:**

1. \( C' \implies 1 > \sup(X \cup y)/\sup(X \cup \neg y) \),
   \( B \implies \sup(X \cup y)/\sup(X \cup \neg y) > \sup(y)/\sup(-y) \),
   hence \( B \land C' \implies A \).

2. Counter examples: If \( \sup(y) = 0.3 \cdot n = n - \sup(-y) \),
   \( \sup(X) = 0.5 \cdot n \), \( \sup(X \cup y) = 0.3 \cdot n \) and \( \sup(X \cup -y) = 0.2 \cdot n \) we contradict \( B \land C \implies \neg A \). If \( \sup(y) = 0.7 \cdot n = n - \sup(y) \), \( \sup(X) = 0.8 \cdot n \), \( \sup(X \cup y) = 0.6 \cdot n \) and \( \sup(X \cup -y) = 0.2 \cdot n \) we contradict \( B \land C \implies A \).

3. \( C' \implies \frac{\sup(X \cup y)}{\sup(X)} > \frac{\sup(X \cup \neg y)}{\sup(X)} = \frac{\sup(-y)}{\sup(y)} \), which, using \( A \), is greater than \( \frac{\sup(X \cup y)}{\sup(X)} > \frac{\sup(-y)}{\sup(y)} \).

4. Counter examples: Let \( \sup(y) = 0.3 \cdot n = n - \sup(-y) \).
   If \( \sup(X \cup y) = 0.2 \cdot n \) and \( \sup(X \cup -y) = 0.3 \cdot n \) and \( \sup(X) = 0.5 \cdot n \) we contradict \( A \land C \implies B \).
   If \( \sup(X \cup y) = 0.2 \cdot n \) and \( \sup(X \cup -y) = 0.6 \cdot n \) and \( \sup(X) = 0.8 \cdot n \) we contradict \( A \land C \land \neg B \implies B \).

5. \( B' \implies \frac{\sup(X \cup y)}{\sup(X)} < \frac{\sup(X \cup \neg y)}{\sup(X)} = \frac{\sup(-y)}{\sup(y)} \), which, using \( A \), is less than \( \frac{\sup(X \cup y)}{\sup(X)} < \frac{\sup(-y)}{\sup(y)} \).

6. Counter examples: Let \( \sup(y) = 0.3 \cdot n = n - \sup(-y) \) and \( \sup(X) = 0.5 \cdot n \). If \( \sup(X \cup y) = 0.2 \cdot n \) and \( \sup(X \cup -y) = 0.3 \cdot n \) we contradict \( A \land B \implies \neg C' \). If \( \sup(X \cup y) = 0.3 \cdot n \) and \( \sup(X \cup -y) = 0.2 \cdot n \) we contradict \( A \land B \implies C' \).

Suppose we have a two class problem and \( y \) describes the minority class. 3) tells us that if \( X \rightarrow y \) is more confident than \( X \rightarrow \neg y \), then it is also more positively correlated. However, the reverse does not hold as described by 4). That is, if \( X \rightarrow \neg y \) is more confident than \( X \rightarrow y \), then it may or may not be more positively correlated. This means we may have a highly confident rule for the majority class, \( X \rightarrow \neg y \) (that is more confident than \( X \rightarrow y \), but is actually less positively correlated than \( X \rightarrow y \) – very undesirable! In the opposite case, 5) tells us that a rule in the minority class, \( X \rightarrow y \), with lower relative correlation will also have lower confidence than \( X \rightarrow \neg y \). Again, this does not hold for the majority class. Since higher confidence (support) for a rule in the minority class implies higher relative correlation (\( CCR > 1 \)), and lower relative correlation (\( CCR < 1 \)) in the minority class implies lower confidence, but neither of these are true for the majority class, we say that confidence (support) tends to bias the majority class – because confidence (support) and \( CCR \) can only ‘contradict’ each other in the majority class. In a related matter, 1) tells us that if \( X \rightarrow y \) is more positively correlated than \( X \rightarrow \neg y \) but is less confident, then \( y \) must be the minority class. Again, the reverse does not hold in general. All this means that if we choose high confidence (support) rules (e.g. by using a threshold) we are more likely to miss rules that are relatively positively correlated (have \( CCR > 1 \)) applying to the minority class than in the majority class. Furthermore, when ranking by confidence (support) we are likely to use rules that are relatively negatively correlated (have \( CCR < 1 \)) predicting the majority class over relatively positively correlated (\( CCR > 1 \)) rules predicting the minority class. Experiments on imbalanced datasets also readily verify that ranking based on confidence is biased toward the majority class.

**Example 1** Consider an imbalanced dataset with \( \sup(y) = 15 \) and \( \sup(-y) = 100 \). A possible contingency table is \([5, 10; 10, 90]\). Even though \( corr(X \rightarrow y) = 0.27 \), \( X \) has a significant positive association with \( y \) (\( pvalue = 0.02 \)). Furthermore, \( corr(X \rightarrow \neg y) = 0.77 \) so this rule has a high \( CCR \) (\( CCR = 3.32 > 1 \)) and is thus a very good rule.

5 SPARCCC

There are four components to SPARCCC. We describe how they fit together here, and outline them in detail in the subsequent sections.

1. The Interestingness and Rule Ranking technique (Section 5.1) determines which of the potentially interesting rules mined by the Search and Pruning Strategy are in fact interesting. It also determines the Strength Score we assign to the resulting interesting rules.

2. The Search and Pruning Strategy (Section 5.2) determines how the space of all possible rules is examined and pruned. This determines the candidate rules we consider as possibly being interesting – i.e. the potentially interesting rules. The choice of strategy determines the computational performance and we evaluate three possibilities.

3. The Rule Selection Method (Section 5.3) determines which of the interesting rules are to be used for classification. It makes use of the Rule Ranking strategy and outputs selected rules.

4. The Classification Method (Section 5.4) determines how we classify an unseen instance by using the selected rules. It makes use of the Rule Ranking strategy.

5.1 Interestingness and Rule Ranking

We perform the following tests to determine whether a potentially interesting rule is interesting:
We check the significance of a rule \( X \rightarrow y \) by performing Fisher’s Exact Test on the contingency table of Figure 1, as earlier described. We record the \( p_{\text{value}} \).

We check whether \( \text{corr}(X \rightarrow y) > \text{corr}(X \rightarrow \neg y) \) (\( \text{CCR}(X \rightarrow y) > 1 \)). If this is not the case, the rule is not interesting because it is more correlated with the alternative class(es) than it is with the class it predicts.

The interesting rules – those that pass the above two tests – are candidates for the classification task.

In order to use the rules to make a classification, we need a ranking (ordering) of the rules. That is, we need a measure of how interesting a rule is, in the sense that it best captures the ability of the rule to make a correct classification. This ordering is defined by the Strength Score of the rule, \( SS(X \rightarrow y) \). Since this paper focuses on significant and correlated rules, one might consider using \( SS_p(X \rightarrow y) = (1 - p_{\text{value}}) \) to rank the interesting rules by their level of significance in the positively correlated direction. Experiments show that this does work, however the performance is not good enough to compete with other techniques. The reasons are intuitive: the \( p_{\text{value}} \) does not vary much, and by ranking according to it we do not take into account how likely the rule is to produce a correct classification.

Based on the discussions in Sections 3 we therefore use:

\[
SS_{p,\text{CCR}}(X \rightarrow y) = (1 - p_{\text{value}}) \cdot \text{CCR}(X \rightarrow y)
\]

Confidence is an estimate of the probability that, given \( X \) occurs, \( y \) will occur. Therefore in balanced datasets, choosing the rule with the highest confidence gives the highest expected probability of making a correct classification. Therefore, for comparison, we also evaluate:

\[
SS_{p,\text{conf}}(X \rightarrow y) = (1 - p_{\text{value}}) \cdot \text{conf}(X \rightarrow y)
\]

But as Lemma 1 shows, confidence has a bias toward the majority class. While \( SS_{p,\text{conf}} \) performs well on balanced datasets, it performs very poorly on imbalanced datasets. Recall that a) a highly confident rule predicting the majority class may in fact be more negatively correlated than the same rule predicting the other class(es), and b) a rule that is more positively correlated but predicts the minority class may have much lower confidence than the same rule predicting the other class(es). Now, our interestingness criteria above excludes case a), but it does not correct for the bias in confidence for less extreme cases and it does nothing to fix case b). We propose to correct this using CCR:

\[
SS_{p,\text{conf},\text{CCR}}(r) = (1 - p_{\text{value}}) \cdot \text{conf}(r) \cdot \text{CCR}(r)
\]

For the rule \( r = X \rightarrow y \). This works by giving poor rules a lower score (in comparison to better rules) and scaling up cases of b): \( \text{CCR}(X \rightarrow y) > 1 \).

In terms of a suitable classification performance \( P(\cdot) \), experiments show that on relatively balanced datasets:

\[
P(SS_{p,\text{CCR}}) \approx P(SS_{p,\text{conf},\text{CCR}}) \approx P(SS_{p,\text{conf}})
\]

While on imbalanced datasets:

\[
P(SS_{p,\text{CCR}}) \gg P(SS_{p,\text{conf},\text{CCR}}) \gg P(SS_{p,\text{conf}})
\]

That is, the use of CCR achieves the highest performance on imbalanced datasets while performing comparably on balanced datasets. As expected, this agrees nicely with our discussions and theoretical results in Sections 3 and 4. Furthermore, note that in a completely balanced dataset, \( \text{CCR}(X \rightarrow y) \) reduces to \( \frac{\text{sup}(X \rightarrow y)}{\text{sup}(X \rightarrow \neg y)} \). This is a nice result, because it shows that the Class Correlation Ratio reduces to what we shall call the Class Support Ratio and the Class Confidence Ratio.

Finally, we note that the \( p_{\text{value}} \) has little impact in the final score, because it varies at most by the significance level. It’s inclusion therefore favors more significant rules only if the other components of \( SS \) are similar.

Example 2 Recall Example 1 where a highly positively correlated and significant rule had a very low confidence of \( \frac{1}{7} \), so \( SS_{p,\text{conf},\text{CCR}} = 0.33 \). However, \( \text{CCR}(X \rightarrow y) = \frac{3}{27} \approx 0.33 \). Inclusion of this in the strength score raises it from 0.33 to \( SS_{p,\text{conf},\text{CCR}} = 0.33 \cdot 3.33 = 1.09 \). In comparison, if the classes had been equally distributed, the rule would have been negatively correlated, insignificant and \( \text{CCR}(X \rightarrow y) \) would have been \( \frac{1}{2} \). This demonstrates how CCR can be used to counteract the bias of \( \text{conf}(\cdot) \) in imbalanced datasets. Clearly, \( SS_{p,\text{CCR}} = 3.27 \).

5.2 Search and Pruning Strategies

The overall strategy is a bottom up item enumeration technique, as all the rules \( X' \rightarrow y : X' \subseteq X \) will be examined before \( X \rightarrow y \) and the search is over the item space (attribute-value space). The underlying algorithm used to do this is a variation of GLIMIT [14]. It performs this task in a depth first fashion. It uses linear space in the number of itemsets (classification rules and their antecedents) that need to be considered, and one pass over the dataset. While this is faster than alternatives such as Apriori [1] or FP-Growth [6], either of these could potentially be used.

The general idea of a rule being statistically significant is not anti-monotonic. To avoid examining the entire space\(^2\), we use search strategies that ensure the concept of being potentially interesting is anti-monotonic. That is, \( X \rightarrow y \)

\(^2\)The search space for finding classification rules is \( \Pi_{i \in \{1, \ldots, |A|\}} (|V_i| + 1) \)

might be considered as potentially interesting if and only if all \( X' \rightarrow y \mid X' \subset X \) have been found to be potentially interesting. We use the following search strategies:

- Select a new attribute-value in such a way that it makes a significant positive contribution to the rule, when compared to all immediate generalizations. Specifically, Figure 3 describes how we test for the significance of the rule \( X \rightarrow y \) in comparison to one of its generalizations \( X - \{z\} \rightarrow y \). The rule \( X \rightarrow y \) is potentially interesting only if the test passes for all immediate generalizations \( \{X - \{z\} \rightarrow y : z \in X\} \). This effectively tells us that, when compared to the immediate generalizations, all of the attribute-value pairs in the antecedent of the rule make a significant positive contribution to the rule’s association with the class. This technique prunes the search space most aggressively, as it performs \(|X|\) tests per rule. However, this also means that it greatly favors shorter rules, as they have fewer tests to pass. It is almost the same strategy as used by Webb [16]. In our experiments, this technique is called **Aggressive-S**

- Use FET as described in Section 3 and force it to be anti-monotonic. That is, if and only if all rules \( \{X - \{z\} \rightarrow y : z \in X\} \) are potentially interesting, then we use the contingency table of Figure 1 to determine whether \( X \rightarrow y \) is potentially interesting. Note that this is recursive. Also note, therefore, that all rules found to be potentially interesting are already half way to being interesting. In our experiments, this technique is called **Simple-S**, for simple significance based search. It performs only one test per rule and examines more of the search space.

- Use a minimum support threshold. All rules with \( sup(X \rightarrow y) \geq \minSup \) are potentially interesting. We do this only as a point of comparison. In our experiments, this technique is called **Support**. Unlike the other techniques, it does not direct the search by significance.

For the first two techniques, we define \( sup(\emptyset) = |T| \), the number of transactions (instances). This is necessary so that we can evaluate a \( p_{value} \) for so-called “default rules” – rules with no antecedent. The \( p_{values} \) for these tend to be high, but we keep them in case no other rules match.

We advise using Aggressive-S first, as it is faster. If this runs quickly then Simple-S should be tried, as it allows more rules to be considered and may have slightly higher classification performance.

### 5.3 Rule Selection Method

The algorithm in Figure 4(a) returns the set of highest ranking rules so that each training instance is covered by (and correctly classified by) enough rules for it to have \( minGroups \) groups of rules, where each group is made up of rules with the same scores. This is a type of covering technique. We use the concept of groups, which is driven by the **Classification Method** below.

### 5.4 Classification Method

The algorithm in Figure 4(b) makes the decision based on the highest ranked (according to the **Strength Score**) matching rules. If there is one rule with the highest score, or multiple rules with the same score but predicting the same class, then the choice is straightforward – simply pick the class predicted by the rules. However, if there are multiple rules with the same score but predicting different classes, then we pick the class predicted by the majority of the rules in the group. However, there may be cases where there is no single majority class in the group. In this case, we first remove from consideration any classes that are not in the majority. Then, we use the next group of rules to make a decision between the remaining classes. We continue to do this until there is a majority. If we run out of rules, we make a random choice between the remaining classes. In addition to this, we ensure that we do not run out of rules for any class. For example, suppose we have 3 matching rules, and further suppose there are two rules predicting different classes in the top group. We cannot make a decision based on the top group alone. If we used the next group, we’d predict based on the only remaining rule, even if it has a very low score. So in this case there is a bias toward the class that has the most rules, even if they are of poor quality. This is
// R is the set of rules found
// T is the set of training instances (transactions)
SR = ruleSelectionByGroups(R, minGroups)
sort R in descending order by the rule’s score (r.score)
SR = ∅ // the selected rules
for each t ∈ T
    prevScore = ∞, groups = 0
    for each r ∈ R and while groups < minGroups
        if (r.X ⊆ t.X ∧ r.y == t.y)
            if the rule applies to and correctly classifies t
                SR = SR ∪ r
        if (r.score < prevScore)
            groups += 1
            prevScore = r.score
    return SR

(a) Rule Selection Algorithm.

// t is an instance to classify
// SR is the set of selected rules.
c = classifyByGroups(t)
M = {r| r.X ⊆ t ∧ r ∈ SR} // the matching rules.
C = {r.y|r ∈ M} // classes predicted by matching rules.
min = min_r |{r. y = c ∧ r ∈ M}|
    // the minimum number of matching rules for a class.
min = min · |C| // if the number of rules we can use without
    // running out of rules for any class
keep the first min rules in M when sorted in descending
order by r.score and delete the rest
for each group g, from highest to lowest score
    counts[g][c] = |{r| r ∈ g ∧ r.y == c}|
    // the number of rules in g predicting c
max = max_c∈C{counts[c]}
    // for each c ∈ C
if (counts[c] < max) // not a majority.
    C = C − c
if (|C| = 1) // have one standout majority class
    return the only c ∈ C
return a randomly chosen c ∈ C.
(b) Classification Algorithm.

Figure 4. Algorithms

not ‘fair’ to the class for which fewer rules were found (for whatever reason – for example, this could happen if it was the minority class). Indeed, we have found that making a prediction based solely on the class that has the majority of rules (i.e.: ignoring the score) can have poor performance. So in this case, we make the random choice. In practice, when testing this on a few datasets, the random choice was never exercised.

Note that the rule selection pruning algorithm ensures that there are at most minGroups groups of rules with the same score for each training instance. Therefore, we can expect to have up to minGroups groups to base a decision on when classifying. minGroups can be set quite low, since usually the top group is enough. We choose minGroups = 3.

6 Experiments

We performed experiments\(^3\) on both relatively balanced datasets as well as imbalanced variations of them. The datasets are well known UCI datasets \(^4\), with continuous variables discretised using the technique of [8]. We used stratified 10-fold cross validation for measuring all performance indicators. The methods we describe in this paper are denoted by “SPARCCC”, with the search strategy being used in parentheses. For comparison we also use a purely support and confidence based technique denoted by “Support-Confidence”. It finds all rules satisfying the support and confidence thresholds, and uses confidence as the strength score\(^5\).

6.1 Original (Balanced) Datasets

Note that in Figure 5(a), the average accuracy of SPARCCC is relatively insensitive to the significance level and compares favorably to CBA, CMAR and C4.5\(^6\). Note that the choice of Strength Score makes almost no difference (on average) to the accuracy on these datasets. However, sometimes it may be wise to experiment, as the results on the “Horse” and “Diabetes” datasets show. There is also little difference on average between the different search strategies considered in terms of classification performance. Finally, there is a small trend in significance level – favoring the use of more significant rules.

However, there are large differences in the search space examined and hence the run times, as shown in Figures 6(a) and 6(b). Our methods have a much smaller search space and hence computational complexity than the other AC methods. Despite having very similar accuracy, the search space explored by “Aggressive-S” is \{1.6%, 1.4%, 1.3%\} (for significances of \{0.05, 0.01, 0.001\} respectively) of that explored using a support based technique with minSup = 1%\(^6\). If we use the less aggressive search, “Simple-S”, it is \{18.9%, 10.0%, 6%\}. These are quite dramatic savings.

\(^3\)performed on an laptop with: Intel Pentium M 2.0GHz, 1GB of RAM, Windows XP Pro. Programs written in Java.
\(^4\)That is, there is no use of significance tests or correlation at all. The rule selection and classification procedure is as described in this paper
\(^5\)The reported accuracy levels for C4.5, CBA and CMAR were obtained from [7]
\(^6\)We should note that minSup = 1% is usually recommended – minSup = 5% performs worse, and as we shall see, is terrible on skewed datasets.
### Classification Performance on Original and Imbalanced Versions of the Datasets

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Strength Score</th>
<th>minSup</th>
<th>minConf</th>
<th>significance</th>
<th>Australia</th>
<th>Breast</th>
<th>Cleve</th>
<th>Diabetes</th>
<th>Heart</th>
<th>Horse</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{SPARCC} ) (Aggressive-S)</td>
<td>( \text{SS}_{p,\text{corr}} )</td>
<td>na</td>
<td>na</td>
<td>0.05</td>
<td>84.1</td>
<td>96.8</td>
<td>81.1</td>
<td>77.0</td>
<td>81.1</td>
<td>73.0</td>
<td>82.0</td>
</tr>
<tr>
<td></td>
<td>( \text{SS}_{p,\text{conf}} )</td>
<td>na</td>
<td>na</td>
<td>0.01</td>
<td>84.5</td>
<td>96.1</td>
<td>81.5</td>
<td>77.3</td>
<td>80.7</td>
<td>79.4</td>
<td>83.1</td>
</tr>
<tr>
<td></td>
<td>( \text{SS}_{p,\text{CCR}} )</td>
<td>na</td>
<td>na</td>
<td>0.001</td>
<td>84.2</td>
<td>96.1</td>
<td>82.6</td>
<td>75.0</td>
<td>82.2</td>
<td>78.4</td>
<td>83.6</td>
</tr>
<tr>
<td>( \text{SPARCC} ) (Simple-S)</td>
<td>( \text{SS}_{p,\text{corr}} )</td>
<td>na</td>
<td>na</td>
<td>0.05</td>
<td>83.3</td>
<td>96.7</td>
<td>82.8</td>
<td>77.6</td>
<td>83.0</td>
<td>75.4</td>
<td>83.0</td>
</tr>
<tr>
<td></td>
<td>( \text{SS}_{p,\text{conf}} )</td>
<td>na</td>
<td>na</td>
<td>0.01</td>
<td>83.5</td>
<td>95.9</td>
<td>82.1</td>
<td>77.8</td>
<td>83.0</td>
<td>75.7</td>
<td>83.0</td>
</tr>
<tr>
<td></td>
<td>( \text{SS}_{p,\text{CCR}} )</td>
<td>na</td>
<td>na</td>
<td>0.001</td>
<td>85.1</td>
<td>96.6</td>
<td>82.6</td>
<td>77.1</td>
<td>83.0</td>
<td>74.6</td>
<td>82.9</td>
</tr>
<tr>
<td>( \text{SPARCC} ) (Support)</td>
<td>( \text{SS}_{p,\text{corr}} )</td>
<td>1% na</td>
<td>na</td>
<td>0.05</td>
<td>84.2</td>
<td>96.7</td>
<td>82.1</td>
<td>76.7</td>
<td>81.9</td>
<td>78.4</td>
<td>83.2</td>
</tr>
<tr>
<td></td>
<td>( \text{SS}_{p,\text{conf}} )</td>
<td>5% na</td>
<td>na</td>
<td>0.06</td>
<td>86.6</td>
<td>99.5</td>
<td>81.6</td>
<td>77.5</td>
<td>85.0</td>
<td>79.0</td>
<td>83.2</td>
</tr>
<tr>
<td></td>
<td>( \text{SS}_{p,\text{CCR}} )</td>
<td>5% na</td>
<td>na</td>
<td>0.06</td>
<td>96.4</td>
<td>97.7</td>
<td>82.1</td>
<td>73.0</td>
<td>83.3</td>
<td>80.1</td>
<td>87.8</td>
</tr>
<tr>
<td>Support-Confidence</td>
<td>conf</td>
<td>1% na</td>
<td>0.5 na</td>
<td>85.4</td>
<td>96.6</td>
<td>82.6</td>
<td>76.7</td>
<td>83.3</td>
<td>89.3</td>
<td>84.0</td>
<td>84.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5%</td>
<td>0.5 na</td>
<td>85.5</td>
<td>97.6</td>
<td>81.6</td>
<td>75.0</td>
<td>83.0</td>
<td>80.0</td>
<td>81.1</td>
<td>82.7</td>
</tr>
<tr>
<td>( \text{CBA} )</td>
<td>na</td>
<td>1% na</td>
<td>0.5 na</td>
<td>84.9</td>
<td>96.6</td>
<td>82.6</td>
<td>74.5</td>
<td>81.9</td>
<td>82.1</td>
<td>83.8</td>
<td>83.8</td>
</tr>
<tr>
<td>( \text{CMAR} )</td>
<td>na</td>
<td>1% na</td>
<td>0.5 na</td>
<td>86.1</td>
<td>96.4</td>
<td>82.2</td>
<td>75.8</td>
<td>82.2</td>
<td>82.6</td>
<td>84.2</td>
<td>84.2</td>
</tr>
<tr>
<td>( \text{CLS} )</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>84.7</td>
<td>96.0</td>
<td>78.2</td>
<td>74.2</td>
<td>80.0</td>
<td>82.6</td>
<td>82.6</td>
<td>82.6</td>
</tr>
</tbody>
</table>

(a) Accuracy on Original Datasets.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Strength Score</th>
<th>minSup</th>
<th>minConf</th>
<th>significance</th>
<th>Australia</th>
<th>Breast</th>
<th>Cleve</th>
<th>Diabetes</th>
<th>Heart</th>
<th>Horse</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{SPARCC} ) (Aggressive-S)</td>
<td>( \text{SS}_{p,\text{corr}} )</td>
<td>na</td>
<td>na</td>
<td>0.05</td>
<td>69.3</td>
<td>82.1</td>
<td>56.8</td>
<td>49.4</td>
<td>29.4</td>
<td>24.9</td>
<td>39.8</td>
</tr>
<tr>
<td></td>
<td>( \text{SS}_{p,\text{conf}} )</td>
<td>na</td>
<td>na</td>
<td>0.01</td>
<td>69.0</td>
<td>96.2</td>
<td>53.2</td>
<td>19.6</td>
<td>118</td>
<td>19.2</td>
<td>32.5</td>
</tr>
<tr>
<td></td>
<td>( \text{SS}_{p,\text{CCR}} )</td>
<td>na</td>
<td>na</td>
<td>0.001</td>
<td>69.0</td>
<td>96.2</td>
<td>62.4</td>
<td>54.4</td>
<td>5.4</td>
<td>19.2</td>
<td>23.2</td>
</tr>
<tr>
<td>( \text{SPARCC} ) (Simple-S)</td>
<td>( \text{SS}_{p,\text{corr}} )</td>
<td>na</td>
<td>na</td>
<td>0.05</td>
<td>41.9</td>
<td>74.5</td>
<td>42.9</td>
<td>92.1</td>
<td>41.1</td>
<td>28.9</td>
<td>43.1</td>
</tr>
<tr>
<td></td>
<td>( \text{SS}_{p,\text{conf}} )</td>
<td>na</td>
<td>na</td>
<td>0.01</td>
<td>39.5</td>
<td>78.4</td>
<td>21.9</td>
<td>39.9</td>
<td>28.9</td>
<td>29.0</td>
<td>39.0</td>
</tr>
<tr>
<td></td>
<td>( \text{SS}_{p,\text{CCR}} )</td>
<td>na</td>
<td>na</td>
<td>0.001</td>
<td>39.5</td>
<td>76.5</td>
<td>5.3</td>
<td>17.5</td>
<td>0.0</td>
<td>19.2</td>
<td>26.4</td>
</tr>
<tr>
<td>Support-Confidence</td>
<td>conf</td>
<td>1% na</td>
<td>0.5 na</td>
<td>39.5</td>
<td>76.4</td>
<td>31.6</td>
<td>35.4</td>
<td>25.5</td>
<td>14.8</td>
<td>37.8</td>
<td>37.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5%</td>
<td>0.5 na</td>
<td>39.5</td>
<td>80.4</td>
<td>31.6</td>
<td>55.4</td>
<td>35.3</td>
<td>25.5</td>
<td>44.8</td>
<td>44.8</td>
</tr>
<tr>
<td>( \text{CBA} )</td>
<td>na</td>
<td>1% na</td>
<td>0.5 na</td>
<td>68.1</td>
<td>70.6</td>
<td>31.8</td>
<td>23.2</td>
<td>29.4</td>
<td>24.9</td>
<td>42.3</td>
<td>42.5</td>
</tr>
<tr>
<td>( \text{CMAR} )</td>
<td>na</td>
<td>1% na</td>
<td>0.5 na</td>
<td>68.1</td>
<td>52.9</td>
<td>21.1</td>
<td>23.5</td>
<td>42.3</td>
<td>33.0</td>
<td>42.3</td>
<td>42.3</td>
</tr>
<tr>
<td>( \text{CLS} )</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>68.1</td>
<td>70.6</td>
<td>31.8</td>
<td>24.9</td>
<td>29.4</td>
<td>24.9</td>
<td>42.3</td>
<td>42.3</td>
</tr>
</tbody>
</table>

(b) True Positive Rate (Recall, Sensitivity) of the Minority Class on Imbalanced Versions of the Datasets.

Figure 5. Classification Performance on Original and Imbalanced Versions of the Datasets.
(a) Search Space Size on the Original Datasets.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>minSup</th>
<th>minConf</th>
<th>significance</th>
<th>Australia</th>
<th>Breast</th>
<th>Cleve</th>
<th>Diabetes</th>
<th>Heart</th>
<th>Horse</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPARCC (Aggressive-S)</td>
<td>na</td>
<td>na</td>
<td>0.03</td>
<td>2.840</td>
<td>4.865</td>
<td>1.251</td>
<td>874</td>
<td>3.356</td>
<td>29.029</td>
<td>7.026</td>
</tr>
<tr>
<td>SPARCC (Simple-S)</td>
<td>na</td>
<td>na</td>
<td>0.01</td>
<td>2.009</td>
<td>4.102</td>
<td>925</td>
<td>724</td>
<td>1.351</td>
<td>27.831</td>
<td>3.062</td>
</tr>
<tr>
<td>any Support method</td>
<td>na</td>
<td>na</td>
<td>0.001</td>
<td>1.122</td>
<td>3.404</td>
<td>681</td>
<td>519</td>
<td>1.436</td>
<td>25.894</td>
<td>5.573</td>
</tr>
</tbody>
</table>

(b) Training Time on the Original Datasets.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>minSup</th>
<th>minConf</th>
<th>significance</th>
<th>Australia</th>
<th>Breast</th>
<th>Cleve</th>
<th>Diabetes</th>
<th>Heart</th>
<th>Horse</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPARCC (Aggressive-S)</td>
<td>na</td>
<td>na</td>
<td>0.05</td>
<td>0.184</td>
<td>0.128</td>
<td>0.087</td>
<td>0.073</td>
<td>0.062</td>
<td>0.106</td>
<td>0.105</td>
</tr>
<tr>
<td>SPARCC (Simple-S)</td>
<td>na</td>
<td>na</td>
<td>0.01</td>
<td>0.135</td>
<td>0.112</td>
<td>0.056</td>
<td>0.057</td>
<td>0.035</td>
<td>0.070</td>
<td>0.066</td>
</tr>
<tr>
<td>any Support method</td>
<td>na</td>
<td>na</td>
<td>0.001</td>
<td>0.115</td>
<td>0.100</td>
<td>0.043</td>
<td>0.057</td>
<td>0.024</td>
<td>0.036</td>
<td>0.030</td>
</tr>
</tbody>
</table>

(c) Number of Rules Found (Prior to Rule Selection) on the Original Datasets.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>minSup</th>
<th>minConf</th>
<th>significance</th>
<th>Australia</th>
<th>Breast</th>
<th>Cleve</th>
<th>Diabetes</th>
<th>Heart</th>
<th>Horse</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPARCC (Aggressive-S)</td>
<td>na</td>
<td>na</td>
<td>0.05</td>
<td>0.172</td>
<td>0.129</td>
<td>0.126</td>
<td>0.069</td>
<td>0.126</td>
<td>0.101</td>
<td>0.115</td>
</tr>
<tr>
<td>SPARCC (Simple-S)</td>
<td>na</td>
<td>na</td>
<td>0.01</td>
<td>1.07</td>
<td>0.105</td>
<td>0.086</td>
<td>0.039</td>
<td>0.085</td>
<td>0.050</td>
<td>0.079</td>
</tr>
<tr>
<td>any Support method</td>
<td>na</td>
<td>na</td>
<td>0.001</td>
<td>0.66</td>
<td>0.65</td>
<td>0.56</td>
<td>0.29</td>
<td>0.36</td>
<td>0.36</td>
<td>0.56</td>
</tr>
</tbody>
</table>

(d) Search Space Size on Imbalanced Versions of the Datasets.

Even more pronounced results are shown in the run times. For example, “Aggressive-S” takes at most 0.12% of the time, and “Simple-S” takes at most 7.3% of the time of using minSup = 1%. These are dramatic savings and suggest that these techniques are finding the best rules much more efficiently. Finally, much fewer rules are found, as can be seen in Figure 6(c). Note that the rules found by the “Support-Confidence” algorithm are those that pass the minSup and minConf thresholds. This is equal to the rules CMAR finds without the \( \chi^2 \) test, and the rules CBA finds without error based pruning. Therefore, the search space and runtime are directly comparable (actually, they are faster than CBA and CMAR due to a faster underlying algorithm).

So picking the best accuracy (83.6%, “Aggressive-S” using significance of 0.001 and SS_{p,conf,CCR}) we can obtain comparable accuracy while searching only 1.3% of the space, using 0.08% of the time and finding 0.03% of the rules, when compared to support based methods – for example; CBA and CMAR.
6.2 Imbalanced Datasets

Highly imbalanced versions of the datasets were obtained by keeping the majority class as is while randomly selecting a subset of the minority class so that the percentage of instances with the minority class was 10%.

Figure 5(b) shows the True Positive Rate (TPR) of the minority class. Accuracy is a poor performance measure for imbalanced datasets because one can obtain high accuracy by predicting the majority class. TPR (also known as sensitivity and recall) is a much better performance indicator. The accuracy is therefore not shown. It remains high however – and the accuracy on the original datasets also implies this.

The effect of using CCR in the Strength Score is dramatic. One can clearly see the following relationship:

\[ TPR(SS_{p,CCR}) >> TPR(SS_{p,conf,CCR}) >> TPR(SS_{p,conf}) \]

For example, when using “Aggressive-S”, \( SS_{p,conf,CCR} \) is on average (over datasets and significance levels) 2.87 times better than \( SS_{p,conf} \) and \( SS_{p,CCR} \) is 1.58 times better than \( SS_{p,conf,CCR} \) and 4.44 times better than \( SS_{p,conf} \). This is a very significant improvement. A similar, though slightly smaller effect occurs for “Simple-S” and “Support-S”.

The improvement of our methods over other rule based techniques such as CBA is dramatic. We also get higher results than CCCS [3] which was designed specifically for imbalanced datasets. The highest average TPR overall is for “Aggressive-S” with a significance level of 0.05. This was 45.8% better than CBA and 26.1% better than CCCS.

Unlike for the original datasets, the significance level has a large impact on the classification performance on imbalanced datasets, likely due to the pruning of the search space. Interestingly, the use of CCR had the unexpected benefit of reducing this effect. We also found that much fewer rules were generated overall.

Finally, the computational performance favors our techniques even more on imbalanced datasets. Figure 6(d) for example shows that “Aggressive-S”, at a significance level of 0.05, explores only 0.29% of the space considered by a support based method with \( \text{minSup} = 1\% \) – and the training time is even less. For “Simple-S” it is 6.2%. Note also that the performance of any support based technique with \( \text{minSup} = 5\% \) is terrible, as is to be expected.

So overall, using SPARCCC with a significance based search strategy we achieve much better classification performance on skewed datasets than techniques such as CBA (we outperform it by up to 45.8% when using a significance level of 0.05) while using dramatically fewer computational resources (0.29% of those used by support based methods).

7 Related Work

CBA [8] was the first Associative Classifier (AC) proposed and almost all other ACs are variations on the original CBA design. For rule mining, CBA mines all rules passing support and confidence thresholds (\( \text{minSup} \) and \( \text{minConf} \)). Additionally, it ignores rules based on a “pessimistic error based pruning method” borrowed from C4.5 [11]. Unfortunately this still generates thousands of rules – most of which perform poorly. Therefore, a rule selection process is needed to select a small subset likely to perform well. New instances are classified according to the highest ranked rule that is applicable. Rules are ranked according to confidence, support, and size.

CMAR [7] has many similarities to CBA. The main differences are the use of a \( \chi^2 \) test instead of the error based pruning and a more complicated classification procedure involving an empirically chosen weighted \( \chi^2 \) measure applied to multiple matching rules. CMAR uses the same contingency table (Figure 1) as we do for evaluating one of our interestingness criteria. However, the \( \chi^2 \) test does not distinguish between directions of association and therefore the claim in [7] that only positively correlated rules are found is incorrect. Negatively associated rules are just as likely to pass the test as positively associated ones. Even though it checks for significance, it is still based on the support-confidence framework.

In general, rules with \( CCR(\cdot) < 1 \) will incorrectly classify the training data. These techniques still work because, in balanced datasets, choosing high support and confidence rules tends to favor positively correlated rules, but this is not the case in imbalanced datasets as Lemma 1 shows. It is not surprising then, that techniques using the support-confidence framework perform poorly on imbalanced datasets.

The CCCS [3] technique was proposed to find positively correlated rules. It takes into account imbalanced class distributions, enabling it to outperform other techniques on imbalanced datasets. It forces correlation to be locally monotonic and uses a top down row enumeration algorithm. However, there is no guarantee that the rules found are statistically significant, and this algorithm generates many thousands of rules. It is also very computationally intensive an does not scale well for traditional datasets where there are more instances than attributes.

Morishita et al. [9] use the same test as CMAR but find upper-bounds on \( \chi^2 \) for search space pruning. It is an ARM technique and is not used for classification.

Webb [16] recently proposed the use of Fisher’s Exact test.

\(^{2}\)We note that CBA is based on the Apriori algorithm, while CMAR is based on FP-Growth. Such differences do not change the rules that are found, just the way in which they are found, and hence are irrelevant for this discussion.
Test (FET) to examine the significance of association rules in more detail than [7, 9]. The technique is almost identical to the Aggressive-S search strategy we employ for pruning the search space. Webb does not use the rules for classification – instead it is used for knowledge discovery. This requires consideration of the issue of multiple tests. Since the mined rules are not validated, it is very difficult to determine whether the rules are in fact useful. In this paper we mine significant rules under a number of different strategies and use them for classification – which also requires additional work such as rule selection, ranking and classification. We therefore have a very good performance indicator – performance on unseen data in comparison to other algorithms.
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