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Abstract
Modern computers improve their predecessors with additional parallelism but require concurrent software to exploit it. Object-orientation is instrumental in simplifying sequential programming, however, in concurrent setting, programmers adding new methods in a subclass typically have to modify the code of the superclass which inhibits reuse, a problem known as the inheritance anomaly. There have been much efforts by researchers in the last two decades to solve the problem by deriving anomaly-free languages. Yet, these proposals have not ended up as practical solutions, thus one may ask why.

In this article, we investigate from theoretical perspective if a solution introduced extra code complexity. We model object behavior as regular language, and we show that freedom from inheritance anomaly necessitates a language where ensuring Liskov-Wing substitutability becomes a language containment problem, which in our modeling is PSPACE hard. This indicates that it is not humanly feasible to ensure that subtyping holds in an anomaly-free language. Anomaly freedom thus predictably leads to software bugs and we doubt the value of providing it.

From the practical perspective, the problem is already solved. Inheritance anomaly is part of the general fragile base class problem of object-oriented programming, that arises due to code coupling in implementation inheritance. In modern software practice, the fragile base class problem is circumvented by interface abstraction to avoid implementation inheritance, and opting for composition as means for reuse. We discuss concurrent programming issues with composition for reuse.

Categories and Subject Descriptors D.1.5 [Programming Techniques]: Object-oriented programming; D.3.1 [Programming Languages]: Formal Definitions and Theory—semantics; D.3.3 [Programming Languages]: Language Constructs and Features—classes and objects, concurrent programming structures, inheritance

General Terms Design, Reliability, Theory, Verification

Keywords object-oriented programming, concurrent programming, inheritance anomaly

1. Introduction
For software to be faster on nowadays energy-efficient CPU cores, it has become crucial to leverage the internal parallelism provided by most of the computational devices, including cell-phones and tablets. Object-oriented programming appears as the paradigm of choice to simplify concurrent programming [4, 12, 14, 24, 36], however, concurrent object-oriented programming (COOP) remains a difficult task. Many COOP languages are prone to what is called inheritance anomaly [25]. Inheritance anomaly generalizes several issues of COOP languages outlined in the literature, including the reusability of a class with synchronization code [34] and the interference of concurrency-control with inheritance [20, 42]. It refers to the inability the incrementally extending a class without modifying or referring to its implementation details, even though the extension is incremental in nature. Precisely because the execution of the added subclass methods may have unintended effect to the superclass methods and vice versa, the parent methods have to be rewritten. Such redefinitions annihilate the encapsulation and reusability appeal of object-oriented programs. Although there have been much efforts by researchers in the last two decades to solve the problem by deriving anomaly-free languages, these proposals have not ended up as practical solutions, therefore one may ask why.

Other than reuse, COOP programmers have another important concern for inheritance, that is to maintain an intuitive relationship between the superclass and its subclass. This intuitive relationship is often referred to as the Liskov-Wing substitution principle [22] where it is desirable that a subclass implements a subtype of its superclass’s, such that a subclass object may substitute a superclass object. Maintaining this principle is crucial as a way to extend previously developed code in a way that minimizes errors and localizes the software maintenance. There are even verification and
testing approaches to ensure substitutability [22] [35]. The subtyping guarantee in an incremental inheritance is termed behavior preservation. Crnogorac et al. presented a contradiction between anomaly freedom and behavior preservation [6], however, its proof is based on a property that was satisfied by all COOP languages known to them at the time. It therefore does not answer whether it is possible, violating this property, for a COOP language to satisfy both behavior preservation and anomaly freedom. We answer this question by defining the execution behavior of an object as a regular language accepted by nondeterministic finite state automata (NFA), and demonstrate that in our formalism, checking behavior preservation in a language that is anomaly free is PSPACE hard. It is therefore not humanly feasible to ensure subtyping in an anomaly-free language. This predictably leads to software bugs, as a subclass object may not be a substitute for a superclass object. Our result also justifies the use of verification or testing techniques by an anomaly-free language compiler to ensure substitutability. However, as these checks may be expensive, we doubt the value of providing anomaly freedom.

Interestingly, inheritance anomaly does not appear to be a major concern for practitioners. In the cases where inheritance is needed, practitioners generally bypass inheritance anomaly without even knowing them [38]. From the practical perspective, the problem is already solved. Inheritance anomaly is part of the general fragile base class problem of object-oriented programming [18], that arises due to code coupling in implementation inheritance. Implementation inheritance is precisely the situation under which inheritance anomaly arises. In modern software practice, the fragile base class problem is circumvented by interface abstraction to avoid implementation inheritance, and opting for composition as means for reuse [11]. Composing concurrent code, however, does not come for free. The issues of atomicity, lock freedom, deadlock freedom, and thread safety remain.

Section 2 explains the issues of inheritance anomaly and behavior preservation. In Section 3 we formalize them using NFA to represent object behavior. Section 4 shows the inherent difficulty to maintain behavior preservation when a language is free from inheritance anomaly. Section 5 introduces concurrent programming issues that remain when avoiding implementation inheritance altogether. Section 6 presents the related work and Section 7 concludes.

2. Implementation Inheritance Problems

2.1 Inheritance Anomaly

Inheritance anomaly originally refers to the necessity of redefining some inherited methods to maintain the integrity of concurrent objects caused by three identified reasons [25]. It was originally illustrated using a concurrent bounded buffer class BBuf with methods put and get that respectively adds an element if the buffer is not full or removes an element if the buffer is not empty. We show its Java version in Figure 1. BBuf uses a variable state which can have the value of either EMPTY, PARTIAL, or FULL to represent the possible states the buffer is in. Although this is rather contrived, it illustrates the anomalies better.

**Example 1** (Partitioning of states). The partitioning of states occurs when a class is extended with a method that is enabled in states that cannot be expressed by the current fields of the superclass. To extend BBuf with a get2 method that removes two elements of the buffer in a row, a new state, say X, must indicate whether a single element remains in the buffer to prevent get2 from executing; and the original put and get must be accordingly redefined to deal with this new state. We show the subclass XBuf2 in Figure 2.

---

**Figure 1. Java Concurrent Bounded Buffer BBuf**

```java
public class BBuf {
    protected Object[] buf;
    protected int MAX;
    protected int current = 0;
    protected int state;
    protected static final int EMPTY = 0;
    protected static final int PARTIAL = 1;
    protected static final int FULL = 3;

    public BBuf(int max) {
        MAX = max;
        buf = new Object[MAX];
        state = EMPTY;
    }

    public synchronized void put(Object v) throws Exception {
        while (state==FULL) { wait(); } // wait
        buf[current] = v;
        current++;
        state = (current>=MAX? FULL : PARTIAL);
        notifyAll();
    }

    public synchronized Object get() throws Exception {
        while (state==EMPTY) { wait(); } // wait
        Object ret = buf[current];
        current--;
        state = (current<0? EMPTY : PARTIAL);
        notifyAll();
        return ret;
    }
}
```

---

**Example 2** (History-only sensitivity of states). The history-only sensitivity of states occurs when the states in which a method can be executed depends on the concurrent history
Figure 2. Java Class XBuf2

of preceding method calls. This issue typically arises when extending the buffer BBuf with a get method that cannot be executed immediately after a put. As this history information cannot be represented by the current state of the BBuf buffer and the guards, it requires a new field to indicate at anytime what is the last executed method – existing methods must be redefined to update it.

Example 3 (Modification of states) The modification of states occurs when an identifiable behavior is mixed-in to a subclass. The usual example is the behavior representable by a Lock class with lock and unlock methods being mixed-in to the buffer BBuf to be able to disable/enable method executions in its LBsBuf subclass. Inheritance anomaly stems from the fact that the changes necessary to be able to lock the objects of LBsBuf are not localized, but rather applies to all the BBuf’s methods.

Figure 3. Non-Preservation of Behavior in Jeeg

2.2 Behavior Preservation

We first provide an example to motivate the section. Independent guard-based languages such as Jeeg [30] are anomaly free with respect to the three cases. However, Jeeg does not preserve superclass behavior via incremental inheritance. In Figure 3, BBuf is rewritten in Jeeg syntax using sync block to separate method guards from their code. We only display the put method to save space. Note that its code is less cluttered by concurrency concerns. We extend BBuf to its subclass NewBBuf, which has a sync block that adds constraints to the guards of put and get. For instance, put’s guard has the same guard as in the superclass referenced by super.putConstr, while having a new constraint Previous event==get requiring the last executed method to be get. The guard of get is redefined similarly. In this way, the invocation of put or get requires that the other method had previously been executed. The subclass NewBBuf therefore does not preserve the behavior of BBuf as none of the methods in NewBBuf is enabled initially.

The language Eiffel [27] has a strong support for behavior preservation via design by contract, where a programmer can provide class invariants, and pre- and post-conditions of methods. These conditions clarify the integrity contract of a class, as well as the client’s and the supplier’s obligations in an interaction between objects. A method’s redefinition satisfies assertion redeclaration rule, where its precondition can only be weakened, and its postcondition strengthened, respectively using require else and ensure then pre- and post-condition specifications. Their satisfaction by the method’s implementation ensures that an object of a subclass
can substitute an object of the superclass, as the subclass method does not require more guarantee from the caller, nor does it guarantee less to the caller. In a concurrent setting, a precondition in particular becomes a guard. We hence have an explanation for the deadlock in Figure 3, namely a violation of the assertion redeclaration rule due to the strengthening of the preconditions of the methods. However, the question remains on the expressiveness of the syntactically-encouraged substitutability. It turns out that Eiffel is not free from inheritance anomaly. In the modification of states example, we require the method guards to be strengthened, as their executions can only commence when the object is unlocked. This fact raises the question on whether anomaly freedom and behavior preservation can coexist.

3. A Subtyping Based on NFA

3.1 Object-Orientation

Following [6], we base the domains and the operations of our object-orientation model on a simplified method system [5], summarized in Figure 4. We define a concurrent object-oriented programming language using an infinite set \( \text{Class} \) of classes, a set \( \text{Instance} \) of instances, and an operation \( \text{instances} : \text{Class} \rightarrow \mathcal{P} (\text{Instance}) \) with the obvious meaning.

We define an inheritance mechanism as the pair \( \text{Class}, \rightarrow \) with \( \rightarrow \) a binary relation on the classes, such that for all \( P, Q \in \text{Class} \), \( P \rightarrow Q \) denotes that \( Q \) is a subclass of \( P \) or that \( P \) is a superclass of \( Q \). The model subsumes both single and multiple inheritance. An incremental inheritance mechanism is the means by which \( P \) is incrementally extended (via addition of fields/methods) to obtain \( Q \), for any \( P \) and \( Q \) of \( \text{Class} \). \( P \rightarrow \rightarrow Q \) means that \( Q \) incrementally extends \( P \).

3.2 A Typing Domain

We consider a concurrent system of objects that are accessed through methods that modify their state. Our formal treatment shall be based on indivisible atomic operations, called steps, on the fields of an object, regardless of granularity, that is, they can be as large-grained as methods, or as fine-grained as atomic machine instruction. To express inheritance anomaly examples of [25], however, we assume that each such operation corresponds to an atomic execution of a method. The behavior of an object, which we shall formalize later, is some set of sequences of steps that can be applied to the object. Our notion of type shall be based on behavior.

![Figure 5. A Two-Element Buffer Represented as a Finite State Machine A_{BBuf}](image)

A type belongs to a set \( \text{Types} \subseteq \mathcal{P} (\text{Instance}) \). For \( \tau, \sigma \in \text{Types} \), \( \sigma \) is a subtype of \( \tau \) iff \( \sigma \subseteq \tau \). Moreover, an object \( p \in \text{Instance} \) has a type \( \tau \) iff \( p \in \tau \). To properly define the typing domain \( \text{Types} \), we need to first define the notion of behavior. To this end we employ a set \( \Sigma \) of keys, which are method names denoting its execution. We abstract away the arguments of the execution, keeping in mind that method calls with different arguments can be modeled using different keys. \( \Sigma^* \) is the set of finite sequences of the elements of \( \Sigma \) called traces. Assuming every method terminates, each trace intuitively represents a sequence of steps that finishes in a bounded amount of time. We write the empty trace as \( \langle \rangle \in \Sigma^* \). Given, two traces \( u, v \in \Sigma^* \), we refer to their concatenation as \( u.v \in \Sigma^* \).

Here we define a non-deterministic finite automaton (NFA) \( A \) as a quadruple \( (S, S_0, \delta, F) \) with \( S \) as the finite set of states, \( S_0 \in S \) as the initial state, \( \delta : S \times \Sigma \rightarrow S \) as the state transition function, and \( F \subseteq S \) as the final or accepting state. The language accepted by NFA \( A = (S, S_0, \delta, F) \), denoted \( L(A) \subseteq \Sigma^* \) is the set of traces containing the empty trace \( \langle \rangle \) and \( (m_1, \ldots, m_k) \) such that there is a sequence of states \( s_0, \ldots, s_k \) where \( s_i \in S \) for any \( 0 \leq i \leq k \), for any \( m_{i+1} \) with \( 0 \leq i < k, s_{i+1} = \delta(s_i, m_{i+1}) \), and \( s_k \in F \). We also call a trace \( w \in L(A) \) a word. The set of all regular languages of alphabet \( \Sigma \) is denoted \( \text{Reg}(\Sigma^*) \), that is, \( \text{Reg}(\Sigma^*) = \{ T \mid T = L(A) \text{ for some } A, T \subseteq \Sigma^* \} \). The behavior of an object is defined by a function \( \text{beh} : \text{Instance} \rightarrow \text{Reg}(\Sigma^*) \). Therefore, \( \text{beh}(p) \) for any \( p \in \text{Instance} \) is given by \( L(A) \) for some NFA \( A \).

Example 4 (Bounded buffer). Consider \( \text{put}, \text{get} \in \Sigma \) that we use to represent the behavior of a bounded buffer class \( \text{BBuf} \) with two methods: \( \text{put} \) and \( \text{get} \) that respectively inserts an element into the buffer and retrieves an element from the buffer. Figure 5 is a graphical representation of a NFA \( A_{\text{BBuf}} = (S, S_0, \delta, F) \) that exactly captures the behavior of a bounded buffer of size two that is initially empty. \( S = \{ s_0, s_1, s_2 \} \) is the set of states, with \( s_0, s_1 \), and \( s_2 \) respectively represent the state when the buffer is empty, has a single item, or has two items in store and where \( s_0 \) is the initial state. All states are final. An initial state is represented by an arrow without a source. The other arrows collectively

---

2 For brevity we deviate from the usual convention by having the alphabet \( \Sigma \) that is usually clear from the context, not included in the tuple.

3 One may consider the use of context-free, context-sensitive, or recursive languages, however, regular languages have better decidability. Our result to be presented later depends on language containment, a problem that is undecidable even in context-free setting [19].
represent the transition function $\delta$, where $\delta(s_i, m) = s_j$ refers to an arrow from $s_i$ to $s_j$ labeled $m$.

We define operations on behavior, consisting of the interface extension and the tensor product of NFA. The interface extension captures the notion of adding interfaces as the result of an incremental inheritance, while the product captures a restriction on the resulting behavior. The extension of $A = (S, s_0, \delta, F)$ with a set of keys $\Delta \subseteq \Sigma$, denoted $A \triangleright A$ is the NFA $(S, s_0, \delta \cup \{(s, m, s') \mid s, s' \in S, m \in \Delta\}, F)$, which is defined when $(s, m, s') \notin \delta$ for any $m \in \Delta$ and $s, s' \in S$.

The product $A = (S, s_0, \delta, F)$ of $A_1 = (S_1, s_1, \delta_1, F_1)$ and $A_2 = (S_2, s_2, \delta_2, F_2)$, denoted $A_1 \times A_2$ is defined when $S_1 \cap S_2 = \emptyset$ as follows.

$$S = \{ (s, t) \mid s \in S_1, t \in S_2 \}$$

$$s_0 = \{ s_1, s_2 \}$$

$$\delta = \{ ((s, t), m, (s', t')) \mid (s, m, s') \in \delta_1, (t, m, t') \in \delta_2 \}$$

$$F = \{ (s, t) \mid s \in F_1, t \in F_2 \}$$

It is easy to see that $\times$ is commutative.

We define our typing domain based on the aforementioned operations. We first define the preorder $\sqsubseteq$ that relates behavior in $\text{Reg}(\Sigma^*)$. We shall also use the notation $\sqsubseteq_{\text{beh}}$ to mean $\sqsubseteq_{p \in \text{beh}(p)}$.

**Definition 1 (Types).** Let $T, U \in \text{Reg}(\Sigma^*)$. Then, $T \sqsubseteq U$ iff

1. $T \subseteq U$, and
2. for any NFA $A$ such that $T = \mathcal{L}(A)$, there is $\Delta \subseteq \Sigma$ and NFA $A'$ such that $U = \mathcal{L}(\langle \Delta \triangleright A \rangle \times A')$

Non-empty set of instances $\tau \in \text{Types}$ iff for any $p \in \text{Instances}$, whenever $\sqsubseteq_{\text{beh}} \tau \sqsubseteq \text{beh}(p)$ then $p \in \tau$, and vice versa.

Intuitively, all objects that belong to a type of the typing domain Types has a common behavior. The behavior of each object subsymes the common behavior (Condition 1 in Definition 1) and is an extension of the common behavior by addition of new interfaces, and the restriction of the new behavior (Condition 2 of Definition 1).

We now state an intuitive relation between a type $\tau \in \text{Types}$ and an NFA that specifies its behavior, with proof in Appendix A.2

**Proposition 1.** If $\tau \in \text{Types}$, then $\sqsubseteq_{\text{beh}} \tau = \mathcal{L}(A\tau)$ for some NFA $A$.

The following lemma formalizes the notion of subtyping based on Types. We provide its proof in Appendix A.3

**Lemma 2.** When $\tau, \sigma \in \text{Types}$ then $\sigma$ is a subtype of $\tau$ iff $\sqsubseteq_{\text{beh}} \tau \sqsubseteq \sqsubseteq_{\text{beh}} \sigma$.

Further in our discussion, we use the function $\text{imp} : \text{Class} \rightarrow \text{Types}$ that return the type $\tau \in \text{Types}$ that is implemented by a class. For $\tau \in \text{Types}$, class $P$ implements $\tau$ iff $\text{instances}(P) \subseteq \tau$. Now, $\text{imp}(P) = \{ s \in \text{instances}(P) \mid s \in \tau \}$.

3.3 Subtyping Preserves Reachability and Safety

Our notion of subtyping is reasonable as it covers important cases of substitutability. According to Liskov-Wing substitution principle [22], when $\sigma$ is a subtype of $\tau$:

Let $\varphi(p)$ be a property provable about objects $p$ of $\tau$. Then $\varphi(q)$ should be provable for objects $q$ of $\sigma$.

In our setting when $\sigma$ is a subtype of $\tau$ then $\sqsubseteq_{\text{beh}} \tau \sqsubseteq \sqsubseteq_{\text{beh}} \sigma$ (Lemma 2). We show that this notion of subtyping ensures at least two kinds of important property preservations in a subtyping: reachability preservation and safety preservation. We state reachability preservation as the following proposition. It is easy to see that it holds without a proof.

**Proposition 3 (Reachability preservation).** When $\sqsubseteq_{\text{beh}} \tau \sqsubseteq \sqsubseteq_{\text{beh}} \sigma$ holds and a trace $w \in \sqsubseteq_{\text{beh}} \tau$ then all objects $p$ of type $\tau$ (that is, $p \in \tau$) can execute $w$. Similarly, all objects $q$ of type $\sigma$ (that is, $q \in \sigma$) can also execute $w$, as $\sqsubseteq_{\text{beh}} \tau \sqsubseteq \sqsubseteq_{\text{beh}} q$.

Hence, our notion of subtyping captures reachability properties. In addition, it also preserves safety properties, which we can define to be some subset $\Phi$ of $\Sigma^*$, where any trace $u \notin \Phi$ is regarded an “error” trace. A type $\tau$ satisfies a safety property $\Phi$ iff $\sqsubseteq_{\text{beh}} \tau \sqsubseteq \Phi$ and $\Phi$ only includes keys from $\sqsubseteq_{\text{beh}} \tau$ (as $\Phi$, a “specification” of $\tau$, should only concern the type $\tau$). When $\sigma$ is a subtype of $\tau$, we want that $\sigma$ also satisfies $\Phi$ wrt. traces containing only keys in $\sqsubseteq_{\text{beh}} \tau$.

**Proposition 4 (Safety preservation).** When $\sqsubseteq_{\text{beh}} \tau \sqsubseteq \sqsubseteq_{\text{beh}} \sigma$ holds and a trace $w \in \sqsubseteq_{\text{beh}} \tau$ does not belong to $\sqsubseteq_{\text{beh}} \tau$, then $\sqsubseteq_{\text{beh}} \sigma$ does not include it either.

**Proof.** As assuming that $\sqsubseteq_{\text{beh}} \tau = \mathcal{L}(A\tau)$, and then for any $p \in \tau$, $\text{beh}(p) = \mathcal{L}(\langle \Delta \triangleright A\tau \rangle \times A\tau)$ for some $\Delta \subseteq \Sigma$ and NFA $A\tau$. When $A\tau = (S\tau, \delta\tau, F\tau)$, then $\Delta \triangleright A\tau$ is only defined when for any $m \in \Delta$, $(s, m, s') \notin \delta\tau$ for any $s, s' \in S\tau$. Therefore, $\Delta \triangleright A\tau$ does not add new traces consisting only of keys in $\sqsubseteq_{\text{beh}} \tau$. From Proposition 3 we know that $\mathcal{L}(\langle \Delta \triangleright A\tau \rangle \times A\tau) = \mathcal{L}(\Delta \triangleright A\tau) \cap \mathcal{L}(A\tau) \subseteq \mathcal{L}(\Delta \triangleright A\tau)$ and therefore the product does not add new traces either.

3.4 Subtyping in Cases of Inheritance Anomaly

As demonstrated in [23], inheritance anomaly arises due to inability of languages to incrementally implement three cases of behavioral relationships between superclass and subclass. We show that these relationships are also captured by our notion of subtyping.

**Example 5 (Partitioning of states).** We consider the partitioning of states example in Section 2.1. We assume that $\tau = \text{imp}(\text{BBuf})$, and therefore for any $p \in \tau$, $\sqsubseteq_{\text{beh}} \tau \subseteq \text{beh}(p)$. By Definition 1 all instances belonging to $\tau$ exhibit the execution behavior shown in Figure 5 that is, $\sqsubseteq_{\text{beh}} \tau = \mathcal{L}(A\text{BBuf})$. We also assume $\sigma = \text{imp}(\text{XBuf} \times \text{E})$ according to our typing domain Types, that is, $\sigma \in \text{Types}$, and therefore for any $p \in \sigma$, $\sqsubseteq_{\text{beh}} \sigma \subseteq \text{beh}(p)$.

When $\sigma$ is a subtype of $\tau$, then it should be that $\sqsubseteq_{\text{beh}} \tau \subseteq \sqsubseteq_{\text{beh}} \sigma$. We show that this is the case.
Figure 6. Subtyping in Partitioning of States

Figure 7 shows two NFA $A_{\text{get}2}$ and $A_{\text{XBuf2}}$. $A_{\text{XBuf2}}$ intuitively represents the behavior exhibited by all instances in $\sigma$, that is, $\cap_{\text{beh}} \sigma = L(A_{\text{XBuf2}})$. The NFA $A_{\text{get}2}$ of Figure 6(a) captures the behavior of get2 wrt. the bounded buffer, which is an operation to remove two consecutive elements from the buffer. (In defining $A_{\text{get}2}$ we do not need to have a knowledge on $A_{\text{Buf}}$’s states.) Now, $A_{\text{XBuf2}} = \{\{\text{get}\} \triangleright A_{\text{Buf}}\} \times A_{\text{get}2}$ and therefore $L(A_{\text{XBuf2}}) = L(\{\{\text{get}\} \triangleright A_{\text{Buf}}\} \times A_{\text{get}2})$. Obviously, $L(A_{\text{Buf}}) \subseteq L(A_{\text{Buf}})$ and therefore $L(A_{\text{Buf}}) \subseteq L(A_{\text{Buf}}) \cap \cap_{\text{beh}} \sigma$.

Example 6 (History sensitivity). In the the example for history-only sensitivity of states in Section 2.1 the method gget can be executed when the last execution was not put. We assume that the subclass of the bounded buffer is named GBBuf. Here we assume that $\tau = \text{imp}(\text{BBuf})$ and $\sigma = \text{imp}(\text{GBBuf})$ with respect to $\text{Types}$, and therefore $\tau, \sigma \in \text{Types}$. Similar to Example 5 we assume that $\cap_{\text{beh}} \tau = L(A_{\text{Buf}})$. Figure 7 shows three NFA: $A_{\text{gget}}, A_{\text{ap}}$, and $A_{\text{GBBuf}}$. The NFA $A_{\text{gget}}$ intuitively captures the behavior of gget wrt. the buffer size, $A_{\text{ap}}$ the same wrt. how it is affected by the execution of put, and $A_{\text{GBBuf}}$ captures the behavior of an instance of the class GBBuf, that is, $\cap_{\text{beh}} \sigma = L(A_{\text{GBBuf}})$. Observe that $A_{\text{GBBuf}} = \{\{\text{get}\} \triangleright A_{\text{Buf}}\} \times (A_{\text{get}} \times \cap_{\text{beh}} \sigma)$, and hence $L(A_{\text{GBBuf}}) = L(\{\{\text{get}\} \triangleright A_{\text{Buf}}\} \times (A_{\text{get}} \times \cap_{\text{beh}} \sigma))$. It is easy to see that $L(A_{\text{Buf}}) \subseteq L(A_{\text{Buf}})$ as both $A_{\text{gget}}$ and $A_{\text{ap}}$ imposes no restriction on the traces in $L(A_{\text{Buf}})$. Therefore, $\cap_{\text{beh}} \subseteq \cap_{\text{beh}} \sigma$.

Example 7 (Modification of states). Let us re-visit the example for modification of states in Section 2.1. Recall that the class which is a version of the bounded buffer with additional lock and unlock methods is called LBuf. Here we assume that $\tau = \text{imp}(\text{BBuf})$ and $\sigma = \text{imp}(\text{LBuf})$ with respect to $\text{Types}$, and therefore $\tau, \sigma \in \text{Types}$, and also that $\cap_{\text{beh}} \tau = L(A_{\text{Buf}})$. Figure 7 shows the NFA $A_{\text{lo}}$ and $A_{\text{Buf}}$. The behavior of the instances in $\sigma$ is intuitively captured by $L(A_{\text{BBuf}})$, that is, $\cap_{\text{beh}} \sigma = L(A_{\text{BBuf}})$. The equation $A_{\text{BBuf}} = \{\{\text{lock,unlock}\} \triangleright A_{\text{Buf}}\} \times A_{\text{lo}}$ holds, and therefore $L(A_{\text{Buf}}) = L(\{\{\text{lock,unlock}\} \triangleright A_{\text{Buf}}\} \times A_{\text{lo}})$. It is important to note that the NFA $A_{\text{lo}}$ does not impose any restriction on the execution of put and get of BBuf. Therefore, the execution traces of $\tau \in \sigma$ includes executions of lock and unlock, but the executions of put and get follows the same behavior as that of $\tau$. That is, $L(A_{\text{Buf}}) \subseteq L(A_{\text{Buf}})$, and therefore $\cap_{\text{beh}} \subseteq \cap_{\text{beh}} \sigma$.

4. Intractability of Behavior Preservation under Anomaly Freedom

In the Jee example of Figure 2, an instance of NewBBuf can execute neither put nor get. With respect to $\text{Types}$ (Definition 1), $\text{imp}(\text{NewBBuf}) \not\subseteq \text{imp}(\text{BBuf})$ as $\cap_{\text{beh}} \text{imp}(\text{BBuf})$ $\not\subseteq \cap_{\text{beh}} \text{imp}(\text{NewBBuf})$ (Lemma 2), because $\cap_{\text{beh}} \text{imp}(\text{BBuf}) \not\subseteq \cap_{\text{beh}} \text{imp}(\text{NewBBuf})$ (Definition 1). For this particular example, it is computationally easy to show that behavior preservation does not exist, as a compiler can simply examine that none of the guards are enabled in the initial state. The question is whether all cases of behavior preservation under anomaly-free incremental inheritance are easy to ensure. We show that this is not the case.

We first restate the definition of behavior preservation [6].
Definition 2 (Behavior Preservation). An inheritance mechanism \((\text{Class}, \rightarrow)\) is behavior preserving iff for any \(P, Q \in \text{Class}\), \(P \rightarrow_{\gamma} Q \Rightarrow \text{imp}(Q) \subseteq \text{imp}(P)\).

Informally, a language is behavior preserving if any incremental inheritance implements a subtyping. We contrast this to anomaly freedom, which holds in a language whenever any subtyping requirement can be satisfied by an incremental inheritance. Following is its formal definition [6].

Definition 3 (Anomaly Freedom). An inheritance mechanism \((\text{Class}, \rightarrow)\) is anomaly free iff for any \(P \in \text{Class}\) the following holds: if there is a \(Q \in \text{Class}\) s.t. \(\text{imp}(Q) \subseteq \text{imp}(P)\) then there is \(R \in \text{Class}\) s.t. \(P \rightarrow_{\gamma} R\) and \(\text{imp}(R) = \text{imp}(Q)\).

We now start building our proof of intractability of behavior preservation in the presence of anomaly freedom. In Eiffel [27], behavior preservation is encouraged syntactically, such as by disallowing method guards to be strengthened in a subclass. Strictly speaking, Eiffel does not syntactically ensure behavior preservation, as programmers still have the freedom to implement a method that does not satisfy its contract, however, here we consider languages where substitutability is derivable from program syntax. We identify such languages as having the property of sufficient behavior preservation, as incremental inheritance guarantees a stronger relation than simply subtyping.

Definition 4 (Sufficient Behavior Preservation). A mechanism \((\text{Class}, \rightarrow)\) satisfies a sufficient behavior preservation property iff it is behavior preserving, and there is a relation \(\rho: \text{Types} \times \text{Types} \text{ such that for any } P, Q \in \text{Class}:
1. \(P \rightarrow_{\gamma} Q \Rightarrow \rho(\text{imp}(P), \text{imp}(Q)),\) and
2. \(\text{imp}(Q) \subseteq \text{imp}(P) \Leftrightarrow \rho(\text{imp}(P), \text{imp}(Q)).\)"

Intuitively, a mechanism \((\text{Class}, \rightarrow)\) is sufficiently behavior preserving iff there is an additional restriction on the subtyping relationships between the subclass and superclass. Such a strong behavior preservation, however, conflicts with anomaly freedom.

Lemma 5. Sufficient behavior preservation and anomaly freedom do not coexist in any inheritance mechanism.

Proof. Anomaly freedom holds in a mechanism \((\text{Class}, \rightarrow)\) only if for any \(P, Q \in \text{Class}\), if \(\text{imp}(Q) \subseteq \text{imp}(P)\) then there is \(R \in \text{Class}\) s.t. \(P \rightarrow_{\gamma} R\) while \(\text{imp}(R) = \text{imp}(Q)\). Therefore, when \((\text{Class}, \rightarrow)\) is sufficiently behavior preserving, by substituting the term \(P \rightarrow_{\gamma} R\) with \(\rho(\text{imp}(P), \text{imp}(Q))\) and simplifying the resulting formula, we get an entailment of \(\rho(\text{imp}(P), \text{imp}(Q))\) by \(\text{imp}(Q) \subseteq \text{imp}(P)\), which contradicts the definition of sufficient behavior preservation.

Recall the discussion of \(\text{LBufl}\) from Section 2.2. Even though \(\text{LBufl}\) implements a subtype of that implemented by \(\text{BBuf}\) (Example 7), such subtyping cannot be implemented in Eiffel via inheritance.

The following lemma will be used in the proof of our main theorem. We provide its own proof in Appendix A.4.

Lemma 6. For any \(\Delta \subseteq \Sigma\) and NFA \(A_1\) and \(A_2\) with \((\Delta \triangleright A_1) \times A_2\) defined, then \(L(A_1) \subseteq L((\Delta \triangleright A_1) \times A_2)\) iff \(L(A_1) \subseteq L(A_2)\).

We now state our main result.

Theorem 7. Consider an inheritance mechanism \((\text{Class}, \rightarrow)\). Ensuring behavior preservation when \((\text{Class}, \rightarrow)\) is anomaly free is PSPACE hard.

Proof. Assume \((\text{Class}, \rightarrow)\) is both anomaly free and behavior preserving. We consider how we implement such \((\text{Class}, \rightarrow)\). From Lemma 5 it is impossible to make use of a sufficient behavior preservation, as this violates anomaly freedom. Therefore, we have to ensure that the behavior preservation of Definition 2 holds, that is, \(P \rightarrow_{\gamma} Q \Rightarrow \text{imp}(Q) \subseteq \text{imp}(P)\). From Lemma 2, in order to establish \(\text{imp}(Q) \subseteq \text{imp}(P)\) in an incremental inheritance \((P \rightarrow_{\gamma} Q)\) we can establish instead \(\bigcap_{\text{beh}} \text{imp}(P) \subseteq \bigcap_{\text{beh}} \text{imp}(Q)\). From Proposition 1 \(\bigcap_{\text{beh}} \text{imp}(P) = L(A_P)\) and \(\bigcap_{\text{beh}} \text{imp}(Q) = L(A_Q)\) for some NFA \(A_P\) and \(A_Q\). From Definition 1 we therefore need to establish two:

1. \(L(A_P) \subseteq L(A_Q)\), and
2. there is \(\Delta \subseteq \Sigma\) and \(A_1\) s.t. \(L(A_Q) = L((\Delta \triangleright A_P) \times A_1)\).

The first condition is a regular language containment. When the second condition is also satisfied for some \(\Delta\) and \(A_1\), we have that \(L(A_P) \subseteq L((\Delta \triangleright A_P) \times A_1)\). From Lemma 6 this is equivalent to \(L(A_P) \subseteq L(A_1)\). Since even the satisfaction of the second condition does not eliminate language containment condition, ensuring behavior preservation in anomaly-free language is therefore polynomially reducible from regular language containment, a PSPACE hard problem. \(\Box\)
We have shown the intractability of ensuring behavior preservation in an anomaly-free language. It is therefore not humanly feasible to ensure subtyping in an anomaly-free language, hence to ensure subtyping, the use of potentially expensive verification or testing techniques by an anomaly-free language compiler is required.

5. Avoiding Implementation Inheritance

Inheritance anomaly is an instance of a more general fragile base-class problem, which is known to plague implementation inheritance. While some constraints were listed as a designer’s check list to bypass it [29], more recent observations favored composition over inheritance as a simpler alternative [11] [21]. With composition for reuse, we focus more on the problems that are specific to concurrency, listed here.

Atomicity. Preserving the atomicity of concurrent operations during composition is important. For example, the method contentEquals of the java.lang.String class of JDK 1.4 abnormally raises an ArrayIndexOutOfBounds Exception because of this issue [9]. Guaranteeing that the composite method is atomic is not trivial, be the original methods atomic or not, and many research efforts were devoted to detect it, e.g., [9]. The same problem remains a topical issue as 56 new atomicity composition issues were identified recently in existing applications [38].

Lock freedom. The java.util.concurrent library of JDK7 aims at being reusable, however, most of the optional size methods implemented by its Collection (e.g., Concurrent SkipListMap) are not atomic, which makes them “not very useful” as the documentation indicates. This problem stems from performance considerations that influenced the design of the corresponding data structures whose elements are not locked independently. The preferred lock-free technique relies generally on adding an implementation of compare-and-swap or load-link/store-conditional.

A related problem is to keep the load of a lock-free hash table low. It is highly desirable to keep this low, which indicates the number of nodes per buckets, constant yet correctly resizing the number of buckets may be impossible because of the way concurrent methods (like insert) execute. This limitation led to the adoption of an elaborate linked list that can be easily extended as an alternative to traditional lock-free hash tables [39].

Deadlock freedom. Deadlock may occur in a composition. For example, let P export a put(x) and a get(x) that both acquire a lock on the object x they aim at adding or removing, and let another class P' referring to an object o of P as a component, exports replace(x,y) that invokes o.put(x) and then o.get(y). Deadlock may occur when replace(a,b) is invoked concurrently with replace(b,a). Deadlock is still known today as a major source of the complexity in COOP languages [32].

Thread safety. Thread safety ensures that no inconsistent state can lead to an exception or an error. It provides a weaker guarantee than atomicity but is often sufficient. Ensuring thread safety in code reuse by inheritance may result in inheritance anomaly [41]. However, in composition-based reuse, programmers already know intuitively how to avoid problems. Here, if a similar thread-safe class is provided, it is generally more natural to try reuse this class rather than a non-thread-safe one to derive another concurrent one [13].

6. Related Work

6.1 Studies on Inheritance Anomaly

The term inheritance anomaly was coined in by Matsuoka and Yonezawa [25]. Our technical framework is based on a simplified presentation of the formal framework of Crnogorac et al. [6], with major differences. First, [6] provides a result for non-coexistence of anomaly freedom and behavior preservation, however, the proof of [6] is rather weak: it depends on a particular property of the COOP languages the authors were aware of at the time. (We re-explain the proof in Appendix B using our formalization.) The proof therefore does not remove the possibility of co-existence of anomaly freedom and behavior preservation in a language without such property. Although our intractability result of Theorem 7 of Section 4 is weaker than non-coexistence, it is purely based on our formal definitions. Our result therefore corrects that of [6] and clarifies the cost of an anomaly-free language in terms of code complexity. Second, compared to [6], our NFA-based typing domain is more intuitive, where addition of new interfaces (>) and restriction of new behavior (×) can be represented graphically. In this, our work is also related to typestates [40] and AND decomposition of Statecharts [15]. We also provide, in addition, a demonstration on how subtyping in our framework ensures Liskov-Wing substitutability wrt. reachability and safety properties.

Although the design of our typing domain is aimed at covering the cases of inheritance anomaly in [25], there are several other cases of inheritance anomalies identified in the literature. Real-time inheritance anomaly is identified in [2] where a real-time interrupt handling results in modifica-
tion of methods which would not be necessary otherwise. Regardless of the real-time context, the anomaly is similar to another case of anomaly mentioned in [6] that results from the necessity to weaken synchronization. Composition anomaly [3] is a generalization and formalization of inheritance anomaly as the composition of the superclass and the uniquely subclass features, similar to our notion to the interface extension (⇒), however, our Φ relation of Definition [1] provides a more precise notion of extension of behavior by such composition. A particular kind of inheritance anomaly also occurs in languages that support internal object concurrency, when the execution of the new method must be made mutually exclusive to the superclass’s methods [41].

6.2 Solutions to Inheritance Anomaly

Inheritance anomaly has driven the design of many COOP languages, most of which aims at better clarity and programming flexibility by separating concurrency from functionality issues. We classify the approaches based on the increasing degree of separation.

Guarded methods. Some COOP languages abstracts concurrency into method guards, which are per-method specifications of wait conditions, as a means to separate concurrency code from functionality. [3], for instance, views inheritance anomaly as nested conditional critical region (nested CCR) problem, where a method is considered a conditional (guarded) critical region. Code reuse is achieved through super keyword to invoke superclass method. This evaluates the superclass method’s guard. In Java [7], a call to super from the functional part of a method executes only the functional part of the superclass method, and a call to super within a guard only the evaluates the superclass method’s guard. Similar approach is found in TAO [31] and in Java concurrent programming [17]. Guards-based language introduced in [33] employs synchronizing actions, whose core component is a definition of method sets used in guards.

Synchronization sections. Matsuoka and Yonezawa remarked that having methods guards that can be independently defined from the methods themselves seems to be a promising approach [25]. A second class of languages compartmentalize concurrency concerns within a section of the class definition. The solution of Matsuoka and Yonezawa employs method sets section and synchronizers section. Programmers specify sets of methods in the method sets section and writes guards that governs the execution of the methods of the method sets in the synchronizer section. A related approach is found in [41] with behavior names and behavior change expressions that correspond to method sets and synchronizers. The design of [10] also adopts method sets and synchronizers. [26] also supports the separation of concurrency concerns into a section of a class where guards that refer to state variables are defined. Similar decoupling of concurrency from functionality is also found in the use of sync section of Jeeg [30] that is shown to be free from the three anomalies of [25].

Concurrency classes and aspect orientation. A third class of COOP languages clearly separates concurrency into class like constructs. In the language DRAGOON [11], for instance, concurrency concerns are encapsulated in a behavioral class, which is imported by the class that implements the functionality. The composition filters approach [2] allow the definition of concurrency control in an interface class separated from the implementation. A composition filter relates user-defined named conditions on object states to sets of methods, such that the conditions act as guards. [32] proposes behavior definitions where guards on execution history are specified using predefined primitives. These approaches are related to that of aspect-oriented programming (AOP), the difference being AOP originally proposes an automatic weaving of aspects, including functionality, concurrency, and distribution aspects [23], whereas the aforementioned approaches require manual integration.

In the above approaches, it is rather easy to write conflicting wait conditions of subclass and its superclass such that some execution traces of the superclass are no longer executable by the subclass, violating behavior preservation. Evidently, abstraction and separation do not directly contribute to substitutability, confirming our theoretical result.

7. Conclusion

Many years of research on solving inheritance anomalies have not been effective in convincing language developers to use anomaly-free languages, usable for two decades now [25]. We demonstrate theoretically that any COOP language design that achieves complete anomaly freedom necessarily makes Liskov-Wing substitutability hard. Further, inheritance anomaly can be considered as an instance of the fragile base class problem, which is currently solved in practice by using composition instead of inheritance for implementation reuse [11]. We list concurrent programming problems pertaining to composition.
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A. Proofs

A.1 Auxiliary Propositions

Here we state two useful properties on the NFA operations.

Proposition 8. For any NFA $A$ and $\Delta \subseteq \Sigma$ such that $\Delta \triangleright A$ is defined, $\mathcal{L}(A) \subseteq \mathcal{L}(\Delta \triangleright A)$.

Proof. The empty sequence $\langle \rangle \in \mathcal{L}(A)$ for any NFA $A$, and therefore $\langle \rangle \in \mathcal{L}(A)$ and $\langle \rangle \in \mathcal{L}(\Delta \triangleright A)$. When $A = (S, s_0, \delta, F)$ and $w = \langle m_1, \ldots, m_k \rangle \in \mathcal{L}(A)$, there is a sequence of states $s_0, \ldots, s_k$ where $s_i \in S$ for $0 \leq i \leq k$, $s_k \in F$, and $(s_i, m_{i+1}, s_{i+1}) \in \delta$ for $0 \leq i < k$. When $\Delta \triangleright A = (S, s_0, \Delta \delta, F)$, then for any $(s, m, s') \in \delta$, it also holds that $(s, m, s') \in \delta'$. Therefore, $w \in \mathcal{L}(\Delta \triangleright A)$ if $w \in \mathcal{L}(A)$, and hence $\mathcal{L}(A) \subseteq \mathcal{L}(\Delta \triangleright A)$.

Proposition 9. When $A_1 \times A_2$ is defined, then $\mathcal{L}(A_1 \times A_2) = \mathcal{L}(A_1) \cap \mathcal{L}(A_2)$.

Proof. In this proof we assume that $A_1 = (S_1, t_0, \delta_1, F_1)$, $A_2 = (S_2, u_0, \delta_2, F_2)$, and $A_1 \times A_2 = (S, \delta, F)$. We also assume that $w \in \mathcal{L}(A_1 \times A_2)$, i.e., $w = \langle m_1, \ldots, m_k \rangle \in \mathcal{L}(A_1)$ if $m_1 = \langle x_1, y_1 \rangle \in \mathcal{L}(A_1)$ and $m_2 = \langle x_2, y_2 \rangle \in \mathcal{L}(A_2)$, then $w = \langle m_1, m_2 \rangle \in \mathcal{L}(A_1 \times A_2)$. Next we consider the case when $w \in \mathcal{L}(A_1 \times A_2)$, then $w = \langle m_1, m_2 \rangle$ with $(s, m_{i+1}, s_{i+1}) \in \delta$ for any $0 \leq i < k$, and for some $s_0, \ldots, s_k \in S$ such that $(s_i, m_{i+1}, s_{i+1}) \in \delta$ for each $s_i \in S$ such that $(s_i, m_{i+1}, s_{i+1}) \in \delta$ for $0 \leq i < k$, and with $s_k \in F$. Therefore necessarily $w = \mathcal{L}(A_1 \times A_2)$.

A.2 Proof of Proposition 1

We show that when $\tau \in \Types$, then $\Delta \triangleright A$ is an NFA for any $\sigma \in \tau$ and for any NFA $A$. We induct on $|\sigma|$, the size of $\sigma$. In the base case when $|\sigma| = 0$, $\mathcal{L}(A)$ is an NFA. We inductively assume that there is a NFA $A = (S, \delta, \Sigma, F)$ such that $\mathcal{L}(A)$ is a NFA. We now extend $\sigma$ into $\sigma' = \sigma \cup \{p\}$ using some object $p \in \Instance$ such that $|\sigma'| = k + 1$. Here we show a construction of a NFA $A'$ such that $\mathcal{L}(A')$.

By our assumption on Page 9 we know that if there is a NFA $A''$ such that $\mathcal{L}(A'' \triangleright A') = \mathcal{L}(A'' \triangleright A')$, then the NFA $A''$ of the above requirement is $\mathcal{L}(\Delta \triangleright A)$.

A.3 Proof of Lemma 2

(If case.) We assume that $\Delta \triangleright \tau \in \Delta \triangleright \sigma$ holds. When $p \in \sigma$, then $\Delta \triangleright \tau \subseteq \mathcal{L}(p)$, and therefore $p \in \tau$. Hence, $\sigma$ is a subtype of $\tau$.

(Only if case.) From Proposition 1 there are NFA $A_\tau = (S_\tau, \delta_\tau, F_\tau)$ and $A_\sigma = (S_\sigma, \delta_\sigma, F_\sigma)$ such that $\Delta \triangleright \tau \subseteq \mathcal{L}(A_\tau)$ and $\Delta \triangleright \sigma \subseteq \mathcal{L}(A_\sigma)$.

By $\Delta \triangleright \tau \subseteq \mathcal{L}(A_\tau)$, for all $p \in \tau$, $\Delta \triangleright \tau \subseteq \mathcal{L}(A_\tau)$ by Definition 1.

A.4 Proof of Lemma 6

From Proposition 9, $\mathcal{L}(\Delta \triangleright A_1 \times A_2) = \mathcal{L}(A_1) \cap \mathcal{L}(A_2)$. Therefore, $\mathcal{L}(A_1) \subseteq \mathcal{L}(\Delta \triangleright A_1 \times A_2)$ if $\mathcal{L}(A_1) \subseteq \mathcal{L}(A_2)$ and $\mathcal{L}(A_1) \subseteq \mathcal{L}(\Delta \triangleright A_1)$. Therefore, $\mathcal{L}(A_1) \subseteq \mathcal{L}(\Delta \triangleright A_1 \times A_2)$ if $\mathcal{L}(A_1) \subseteq \mathcal{L}(A_2)$. Therefore, $\mathcal{L}(A_1) \subseteq \mathcal{L}(\Delta \triangleright A_1 \times A_2)$ if $\mathcal{L}(A_1) \subseteq \mathcal{L}(A_2)$. Therefore, $\mathcal{L}(A_1) \subseteq \mathcal{L}(\Delta \triangleright A_1 \times A_2)$ if $\mathcal{L}(A_1) \subseteq \mathcal{L}(A_2)$.
From the definition of anomaly freedom (Definition 3), there is where \( P \) and \( Q \) are acceptable by the automaton \( A \) and \( B \), respectively. Here \( \{(m) \triangleright A_P \} \times A_a \) and \( \{m\} \triangleright A_P \) are the initial state, same to a reachable state (the state reached after the execution of a trace, which in the statement of the property is \( z \) of \( Q \). Then there is a reachable state of \( P \) (after executing \( w \)) such that \( P' \) is obtainable from \( P \) by setting the initial state differently to that reachable state, such that \( P' \rightarrow \rightarrow Q' \). Crnogorac et al. claimed that, “This assumption holds for all COOP languages we are aware of” [6].

Returning to point A, here we have that \( P \rightarrow \rightarrow R \). Now by the critical property we can construct classes \( P' \) and \( R' \) such that \( P' \rightarrow \rightarrow R' \) with \( \cap_{beh} \text{imp}(R') \) is the language accepted by the automaton \( A_b \) of Figure 9(e) which is \( \{ \langle \rangle, \langle m_1 \rangle \} \), as the initial state \( b \) of Figure 9(e) is the result of executing \( m \) on the automaton of Figure 9(d), which represents the behavior of \( R \), i.e., \( \cap_{beh} \text{imp}(R) \). Here, \( \cap_{beh} \text{imp}(R') = \{ v | \langle m \rangle, v \in \cap_{beh} \text{imp}(R) \} \). Again by the critical property the initial state of \( P' \) would be the result of executing some trace on \( A_R \), which always ends in the same state, hence, \( \cap_{beh} \text{imp}(P') = \cap_{beh} \text{imp}(P) = L(A_R) \). Therefore, although \( P' \rightarrow \rightarrow R' \) holds, \( \cap_{beh} \text{imp}(P') \nsubseteq \cap_{beh} \text{imp}(R') \), and therefore by Lemma 2, \( \text{imp}(R') \nsubseteq \text{imp}(P') \) and behavior preservation (Definition 2) is violated.

From a language designer’s point of view, the above proof is incomplete due to the use of the critical property. A question remains: Violating the critical property, is it possible to design a COOP language where both anomaly freedom and behavior preservation hold? We demonstrate that although this is logically possible, it is intractable to ensure behavior preservation in the presence of anomaly freedom.

---

**B. Crnogorac et al.’s Proof Re-Explanation**

Crnogorac et al.’s formal system in [6] employs a variety of typing domains. Here we re-explain their results uniformly using our domain \( \text{Types} \) of Definition 1. The following corresponds to Theorem 1 in [6]:

**Theorem 10.** Consider an inheritance mechanism \( \text{Class}, \rightarrow \rightarrow \). If \( \text{Class}, \rightarrow \rightarrow \) is behavior-preserving with respect to \( \text{Types} \) then it is anomaly-free with respect to \( \text{Types} \).

**Proof:** The proof proceeds by contraposition: assuming an anomaly-free \( \text{Class}, \rightarrow \rightarrow \), we show that such mechanism cannot be behavior preserving. We first assume a class \( P \) where \( \cap_{beh} \text{imp}(P) = \{ m_1, m_2 \}^* \). This is the language accepted by the automaton \( A_P \) in Figure 9(a). Now we assume a class \( Q \) such that \( \cap_{beh} \text{imp}(Q) \) is the language accepted by the automaton in Figure 9(d). This automaton is obtainable by constructing \( \{m\} \triangleright A_P \times A_a \) with \( \{m\} \triangleright A_P \) and \( A_a \) of Figures 9(b) and (c), respectively. Here \( \cap_{beh} \text{imp}(P) \nsubseteq \cap_{beh} \text{imp}(Q) \), therefore by Lemma 2, \( \text{imp}(Q) \nsubseteq \text{imp}(P) \). A: From the definition of anomaly freedom (Definition 5), there is a class \( R \) such that \( P \rightarrow \rightarrow R \) with \( \text{imp}(R) = \text{imp}(Q) \).

At this point the proof employs a critical property:

Whenever \( P \rightarrow \rightarrow Q \) and \( z \in \cap_{beh} \text{imp}(Q) \) then it is possible to construct \( P' \) such that \( P' \rightarrow \rightarrow Q', \cap_{beh} \text{imp}(Q') = \{ v | z, \forall v \in \cap_{beh} \text{imp}(Q) \} \), and for some \( w \in \cap_{beh} \text{imp}(P) \), \( \cap_{beh} \text{imp}(P') = \{ v | w, \forall v \in \cap_{beh} \text{imp}(P) \} \).