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Abstract
Clinical image guided radiotherapy (IGRT) systems have kV imagers and respiratory monitors, the combination of which provides an ‘internal–external’ correlation for respiratory-induced tumor motion tracking. We developed a general framework of correlation-based position estimation that is applicable to various imaging configurations, particularly alternate stereoscopic (ExacTrac) or rotational monoscopic (linacs) imaging, where instant 3D target positions cannot be measured. By reformulating the least-squares estimation equation for the correlation model, the necessity to measure 3D target positions from synchronous stereoscopic images can be avoided. The performance of this sequential image-based estimation was evaluated in comparison with a synchronous image-based estimation method. Both methods were tested in simulation studies using 160 abdominal/thoracic tumor trajectories and an external respiratory signal dataset. The sequential image-based estimation method (1) had mean 3D errors less than 1 mm at all the imaging intervals studied (0.2, 1, 2, 5 and 10 s), (2) showed minimal dependencies of the accuracy on the geometry and (3) was equal in accuracy to the synchronous image-based estimation method when using the same image input. In conclusion, the sequential image-based estimation method can achieve sub-mm accuracy for commonly used IGRT systems, and is equally accurate and more broadly applicable than the synchronous image-based estimation method.

(Some figures in this article are in colour only in the electronic version)
1. Introduction


Several image guided radiotherapy (IGRT) systems were designed for the purpose of real-time 3D tumor position monitoring with *synchronous stereoscopic* imaging capability, such as four room-mounted kV source/detector pairs of the RTRT system (Shirato et al 2000) and a dual gantry-mounted kV source/detector of the IRIS system (Berbeco et al 2004).

Continuous real-time x-ray imaging is ideal for direct monitoring of the moving target. Significant imaging dose to the patient, however, is problematic. In an effort to reduce imaging dose to the patient during x-ray image-based tumor tracking, the 3D target position estimation employing an ‘internal–external’ correlation model was first introduced in synchrony of the CyberKnife system (Accuray Inc., Sunnyvale, CA). Using a dual kV imager, the 3D target positions are determined occasionally by synchronous kV image pairs. With such measured 3D target positions and external respiratory signals, internal–external correlation is established which associates the external signal $R(t)$ into each direction of internal target motion $T(x, y, z; t)$, independently in a linear or curvilinear form (Schweikard et al 2004, Ozhasoglu and Murphy 2002). This well-established method is widely used clinically (Seppenwoolde et al 2007, Hoogeman et al 2009).

However, there are other kV imaging systems which do not allow *synchronous stereoscopic* imaging; the ExacTrac system (BrainLab AG, Germany) has a dual kV imager sharing one generator alternately, and linear accelerators (linacs) for IGRT are equipped with a single kV imager rotating with the gantry (Jin et al 2008). These systems are not currently used for respiratory tumor tracking.

Here we present a general framework of correlation-based 3D target position estimation which is applicable to synchronously acquired stereoscopic images and also *sequentially acquired images*, either by a dual kV imager alternately or by a single kV imager rotationally. The proposed method was tested through simulation studies in various configurations of geometries and image acquisition methods according to commonly used IGRT systems, and compared with a position estimation method based on *synchronous stereoscopic* imaging.

2. Methods and materials

The 3D target position estimation methods based on internal–external correlation are explained in section 2.1, while simulations applying the methods to estimate 3D target position of lung/abdominal tumors are described in section 2.2.

As representatives of the geometries and image acquisition methods among all available IGRT systems we chose three kV imaging systems: CyberKnife, ExacTrac and linac. Their geometries, image acquisition methods and the estimation approaches used in this study are summarized in table 1. Details of the geometries are illustrated in figure 1 and described in section 2.1.1. Details of the image acquisition methods and estimation methods are illustrated in figure 2 and explained in sections 2.1.3 and 2.1.4.

For clarity, we will consistently use the following terms throughout the manuscript: (1) *coplanar* and *non-coplanar* describe the geometric arrangement of single or dual kV imagers, (2) the image acquisition methods are classified into three different categories: *synchronous stereoscopic* and *sequential* (either *alternate stereoscopic* or *rotational*...
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Table 1. The geometries and image acquisition methods of commonly used IGRT systems studied here. The correlation-based 3D target position estimation methods applicable to each image acquisition method are shown in the last column (details are explained in sections 2.1.3 and 2.1.4).

<table>
<thead>
<tr>
<th>Commonly used IGRT systems</th>
<th>Geometry (figure 1)</th>
<th>Image acquisition method (figure 2)</th>
<th>Applicable 3D target position estimation methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>CyberKnife</td>
<td>Coplanar fixed dual</td>
<td>Synchronous stereoscopic imaging</td>
<td>Synchronous image-based estimation or Sequential image-based estimation</td>
</tr>
<tr>
<td>BrainLab</td>
<td>Non-coplanar fixed</td>
<td>Alternate stereoscopic image-based imaging</td>
<td>Sequential image-based estimation</td>
</tr>
<tr>
<td>ExacTrac</td>
<td>dual kV imager with 60° angular separation</td>
<td>stereoscopic imaging</td>
<td>Sequential image-based estimation</td>
</tr>
<tr>
<td>Varian linacs</td>
<td>Coplanar rotating single kV imager</td>
<td>Rotational monoscopic imaging</td>
<td>Sequential image-based estimation</td>
</tr>
</tbody>
</table>

and (3) the correlation-based 3D target position estimation methods are also classified into synchronous image-based estimation and sequential image-based estimation depending on the image acquisition methods. Synchronous image-based estimation is implemented in the Cyberknife Synchrony system and is used only for comparison in this study.

2.1. 3D target position estimation with internal–external correlation

2.1.1. Geometry. As shown in figure 1(d), two coordinate systems are used to describe the geometries of three kV imaging systems commonly used for IGRT. The patient coordinate system is defined such that each coordinate of a target position \( T(x, y, z) \) corresponds to the left–right (LR), superior–inferior (SI) and anterior–posterior (AP) direction, respectively. The imager coordinate system is defined such that the kV source and detector are located at \( z' = SAD \) and \( z' = SAD – SID \), respectively. SAD and SID are the source-to-axis distance and the source-to-imager distance, respectively. The target position \( T(x, y, z) \) in the patient coordinates is transformed into a point \( T'(x', y', z') \) of the imager coordinate system by sequentially applying a counter-clock wise rotation of \( \varphi \) around the \( z \)-axis and of \( \theta \) around the \( y \)-axis to the patient coordinate system as follows:

\[
\begin{pmatrix} x' \\ y' \\ z' \end{pmatrix} = R_y(\varphi)R_z(\theta) \begin{pmatrix} x \\ y \\ z \end{pmatrix} = \begin{pmatrix} \cos \theta & 0 & \sin \theta \\ 0 & 1 & 0 \\ -\sin \theta & 0 & \cos \theta \end{pmatrix} \begin{pmatrix} \cos \varphi & \sin \varphi & 0 \\ -\sin \varphi & \cos \varphi & 0 \\ 0 & 0 & 1 \end{pmatrix} \begin{pmatrix} x \\ y \\ z \end{pmatrix}
\]

Further applying a projection into the \( z' \) direction of the imager coordinate system, the projected marker position \( (x_p, y_p) \) on the imager plane is given by
Figure 1. The geometries of three kV imaging systems chosen in this study as representative of those commonly used for IGRT: (a) the CyberKnife system has a dual orthogonal kV imaging system in the coplanar plane, (b) the ExacTrac system has a dual kV imaging system in the non-coplanar plane with the angular separation of 60° and (c) linac for IGRT has a single gantry-mounted kV imaging system in the coplanar plane. (d) The rotation transforms from the patient coordinate system \((x, y, z)\) to the imager coordinate system \((x', y', z')\). Rotation of \(\psi\) around the \(z\)-axis and the following rotation of \(\theta\) around the \(y\)-axis transforms the patient coordinates into the imager coordinate frame. Note that the source-to-axis distance and source-to-imager distance are not shown in the actual scale (for simplicity), but are included in the calculations.

\[
\begin{pmatrix}
  x_p \\
  y_p
\end{pmatrix} = \begin{pmatrix}
  \text{SID/SAD} - z' \\
  0
\end{pmatrix} \begin{pmatrix}
  \cos \theta \cos \psi \\
  \sin \theta \sin \psi
\end{pmatrix} \begin{pmatrix}
  x' \\
  y' \\
  z'
\end{pmatrix}
\]

\[
= \frac{1}{f(\theta, \psi)} \begin{pmatrix}
  \cos \theta \cos \psi & -\cos \theta \sin \psi & \sin \theta \\
  \sin \theta \sin \psi & \cos \psi & 0
\end{pmatrix} \begin{pmatrix}
  x \\
  y \\
  z
\end{pmatrix}.
\]
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Figure 2. Image acquisition methods of commonly used IGRT systems and their estimation methods used in this study (see sections 2.1.3 and 2.1.4 for details). The directions of kV imaging and the angular range of the kV projection images are illustrated with continuous and black-dotted arrows, respectively. Here \( m \) is the number of data samples used to estimate the correlation model parameters which is equal to \( m \) images for the sequential (either alternate stereoscopic or rotational monoscopic) imaging, but \( 2m \) images for the synchronous stereoscopic imaging. Note that a respiratory signal, \( R(t) \), is also used in the sequential and synchronous image-based estimations.

Here, the perspective term is

\[
f(\theta, \varphi) = \frac{SAD - z'(\theta, \varphi)}{SID} = \frac{SAD - [\sin \theta \cos \varphi \cdot x + \sin \theta \sin \varphi \cdot y + \cos \theta \cdot z]}{SID}. \tag{3}
\]

2.1.2. Internal–external correlation. For an internal–external correlation model we applied the simple linear form, \( \hat{T}(t) = aR(t) + b \),

\[
\begin{pmatrix}
\hat{x} \\
\hat{y} \\
\hat{z}
\end{pmatrix} = \begin{pmatrix} a_x \\ a_y \\ a_z \end{pmatrix} R(t) + \begin{pmatrix} b_x \\ b_y \\ b_z \end{pmatrix}. \tag{4}
\]

The simple linear correlation model in this study was chosen to see more clearly any existing effect of the geometries and image acquisition methods on the estimation, instead of making it intricate by adding more parameters with elaborate correlation models. However, the framework introduced here can be equally applied to the other linear correlation models, such as a curvilinear model (Seppenwoolde et al 2007) or a state augmented model (Ruan et al 2008).

Figure 2 illustrates three different image acquisition methods in commonly used IGRT systems and proposed position estimation strategies, which are described in detail in the following two sections.
2.1.3. Synchronous image-based estimation. The synchronous stereoscopic imaging systems provide synchronously measured kV image pairs, \( \mathbf{p}(x_p, y_p; t) \) and \( \mathbf{p}'(x'_p, y'_p; t) \), which reconstruct an instant 3D position \( \mathbf{T}(x, y, z; t) \) of a moving target by triangulation:

\[
\begin{pmatrix}
  x_p \\
  y_p
\end{pmatrix}
\begin{pmatrix}
  \theta \\
  \phi
\end{pmatrix}
\otimes
\begin{pmatrix}
  x'_{p} \\
  y'_{p}
\end{pmatrix}
\begin{pmatrix}
  \theta' \\
  \phi'
\end{pmatrix}
\rightarrow
\mathbf{T}
\begin{pmatrix}
  x \\
  y \\
  z
\end{pmatrix}.
\]

Given \( m \) measured target positions \((x, y, z; \{t_1 : t_m\})\) and external monitor signals \((\mathbf{R}; \{t_1 : t_m\})\) up to the time point \( t_m \), the model parameters of the correlation can be determined in a least-squares sense as follows:

\[
(\hat{\mathbf{a}}, \hat{\mathbf{b}}) = \arg \min_{i=1}^{m} \| \mathbf{T}(t_i) - (\mathbf{aR}(t_i) + \mathbf{b}) \|^2.
\]

(5)

Since the correlation model is linear in the model parameters, the above minimization problem is converted into the following closed-form matrix equation:

\[
\begin{pmatrix}
  x(t_1) & y(t_1) & z(t_1) \\
  \vdots  & \vdots  & \vdots  \\
  x(t_m) & y(t_m) & z(t_m)
\end{pmatrix}
\begin{pmatrix}
  1 \\
  \vdots \\
  1
\end{pmatrix}
= \begin{pmatrix}
  \mathbf{R}(t_1) & a_x & a_y & a_z \\
  \vdots & \vdots & \vdots & \vdots \\
  \mathbf{R}(t_m) & b_x & b_y & b_z
\end{pmatrix}.
\]

(6)

With the model parameters given by solving the above equation, the estimated target positions \((\hat{x}, \hat{y}, \hat{z}; t_m \leq t < t_{m+1})\) will be determined from \( \mathbf{R}(t_m \leq t < t_{m+1}) \) using equation (4) until a next synchronous stereoscopic image-pair is acquired at time \( t_{m+1} \). Once the new target position is determined by triangulation with the image pair, the model parameters are updated by solving equation (6) with the most recently acquired consecutive \( m \) target positions and the external monitor signals. In such a way the model can adapt the temporal changes in the correlation. Since equation (6) is expressed in the patient coordinates, the synchronous image-based estimation is irrelevant to the geometry of the two imagers.

2.1.4. The sequential (either alternate stereoscopic or rotational monoscopic) image-based estimation. Unlike the synchronous image-based estimation solving the correlation model in each patient coordinate after triangulation, the sequential image-based estimation is designed to determine the model parameters directly using the projection positions in the imager coordinate because triangulation is not feasible for sequentially acquired kV images.

Given \( m \) projection data \( \mathbf{p}(x_p(\theta, \phi); y_p(\theta, \phi); \{t_1 : t_m\}) \) measured sequentially at various projection angles of \((\theta, \phi)\) at time \( t_i \), the least-squares estimation can be performed in the imager coordinates with equations (1) and (4):

\[
(\hat{\mathbf{a}}, \hat{\mathbf{b}}) = \arg \min_{i=1}^{m} \| \mathbf{p}(\theta, \phi_i; t_i) - \mathbf{P}(\theta_i, \phi_i) \cdot (\mathbf{aR}(t_i) + \mathbf{b}) \|^2.
\]

(7)

Here, \( \mathbf{P}(\theta, \phi_i) \) represents the whole projection operation including the rotation transforms given in equation (1).

Similar to the synchronous image-based estimation expressed in equations (5) and (6), the above minimization problem is converted into the following matrix equation:
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Equation (8) is to be solved to determine the model parameters \((a_x, b_x, a_y, b_y, a_z, b_z)\), but apparently it is not solvable in its current form because the perspective term \(f(\theta_i, \varphi_i)\) is not determined until the equation has been solved.

However, it can be reasonably approximated in a solvable form as follows.

In general, target positions are not far from the isocenter, i.e. \(z' \ll \text{SAD}\), and thus \(f = \frac{\text{SAD} - z'}{\text{SID}} \approx \frac{\text{SAD}}{\text{SID}}\). At the first approximation, by ignoring the perspective projection (i.e. assuming parallel projection), equation (8) can be solvable with \(f^{(0)} = \frac{\text{SAD}}{\text{SID}}\).

Once the approximate model parameters are determined, the perspective term \(f(\theta_i, \varphi_i)\) can be refined by solving equation (8) iteratively as follows (cf equation (3)):

\[
f(\theta_i, \varphi_i) \approx f^{(k)}(\theta_i, \varphi_i)

= \frac{\text{SAD} - [-\sin \theta_i \cos \varphi_i \cdot \hat{x}^{(k)}(t_i) + \sin \theta_i \sin \varphi_i \cdot \hat{y}^{(k)}(t_i) + \cos \theta_i \cdot \hat{z}^{(k)}(t_i)]}{\text{SID}}
\]  

where \(k\) is an iteration number and \(\hat{x}^{(k)}(t_i) = a^{(k)}_x R(t_i) + b^{(k)}_x\), and so on.

We tested the convergence and found the error converged to a minimum, quickly after a few iterations. Therefore, five iterations were used in the simulations being studied.

Until the next sequential image is given at time \(t_{m+1}\), the estimated target positions \((\hat{x}, \hat{y}, \hat{z}; t_m \leq t < t_{m+1})\) will be determined from \(R(t_m \leq t < t_{m+1})\) with the model parameters being computed at time \(t_m\). When a new projection position is measured at time \(t_{m+1}\), the model parameters are updated using the most recently acquired consecutive \(m\) projection positions and the external monitor signals.

2.2. Simulation

The sequential image-based estimation method was investigated in comparison with the synchronous image-based estimation approach by simulating a variety of scenarios according to the geometries and image acquisition methods of commonly used kV imaging systems.
First of all, the *synchronous and sequential image-based estimations* were compared for the three kV imaging systems summarized in table 1. Next, feasible combinations of the geometries, the image acquisition methods and the estimation methods were further explored for the characterization of the *sequential image-based estimation*. Each scenario is explained in detail in the following subsections.

The dataset of total 160 abdominal/thoracic tumor trajectories and associated external respiratory monitor signals acquired with the CyberKnife system was used for simulations (Suh et al 2008). The tumor trajectories and external respiratory signals were recorded at 25 Hz. The initial 300 s duration of each trajectory was used for simulations with various imaging intervals of 0.2, 1, 2, 5 and 10 s.

Each time a new imaging data was supposed to be acquired the tumor position was projected into the imager planes for the *sequential image-based estimation*. On the other hand, the tumor position at the moment represented in the patient coordinates was directly used for the *synchronous image-based estimation*, instead of projection into the imager planes, triangulation and back-transformation into the patient coordinates. That is to say, perfect projection, triangulation and back transformation were assumed in the simulations ignoring any errors.

The most recent 20 consecutive imaging data (which were 3D target positions in the patient coordinates for the *synchronous image-based estimation* and 2D projected positions in the imager plane for the *sequential image-based estimation*) were used to determine the correlation model parameters with a moving window. Thus the time windows for the model parameter estimation were 4, 20, 40, 100 and 200 s for the imaging intervals of 0.2, 1, 2, 5 and 10 s, respectively. Note that the 20 3D target positions mean 40 images for the *synchronous image-based estimation*. Therefore, within the same time window the *synchronous image-based estimation* required twice as many images as the *sequential image-based estimation*.

The target position estimation started when the first 20 imaging data were acquired. In the *sequential image-based estimation*, with the first 20 images, the correlation model parameters were calculated iteratively, by applying equations (8) and (9) starting with the initial value of \( f^{(0)} = \frac{SAD}{SNR} \). After five iterations the computed model parameters were used for *retrospective* estimation of the target positions from the beginning up to the time point of the 20th image data acquisition. In the *synchronous image-based estimation*, they were done in the same way except that the model parameters were determined from equation (5) rather than equations (8) and (9).

Later on, whenever a new image was acquired at time \( t_m \), the model parameters were updated with the \( f(\theta_i, \phi_i) \) value estimated using the previous correlation model parameters. These updated model parameters were used to estimate the target positions *prospectively* with \( R(t_m \leq t < t_{m+1}) \), from the current imaging time \( t_m \) to the next imaging time \( t_{m+1} \).

For simplicity, experimental errors associated with the finite pixel size of the imagers and other intrinsic factors (e.g. geometric calibration of the imagers) were not considered in the simulations. The number of samples for the model parameter estimation was fixed to \( m = 20 \), which may not be optimal, but is expected to be enough to determine the six model parameters and have little impact on the estimation accuracy. A more relevant factor is the time window because it will determine the response time of the model to the temporal change in the internal–external correlation.

The accuracy of the position estimation was quantified by the root-mean-square error (RMSE) for each trajectory as follows:

\[
RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (\hat{x}_i - x_i)^2},
\]
and similarly for the \( y \) and \( z \) components. Here, \( N \) is the total number of the estimated data points based on the external signals at 25 Hz for the 300 s duration including the initial 4–200 s with model building. The RMSE was calculated for each of the motion components (LR, SI and AP) and for the 3D vector.

2.2.1. Comparisons of estimation accuracy for three different imaging systems. Simulations of 3D target position estimation were performed with the 160 trajectories for the three representative kV imaging systems based on their geometries and image acquisition methods.

(a) CyberKnife system: \textit{synchronous} stereoscopic imaging with two orthogonal imagers in the coplanar geometry.

The CyberKnife imaging system consists of two kV sources at the ceiling and two corresponding flat panel detectors at the floor. The detectors are situated at approximately 140 cm from the isocenter and at a 45° angle to the kV beam central axes. The kV sources are located at 220 cm from the isocenter. Thus SAD and SID were set at 220 and 360 cm, respectively. The geometric configuration of each kV source corresponds to \((\theta_1 = 45^\circ, \varphi_1 = 0^\circ)\) and \((\theta_2 = -45^\circ, \varphi_2 = 0^\circ)\) in equation (1), respectively. Their orthogonal beam axes form a coplanar plane. However, since the experimental uncertainties were not taken into account for the simulations, each time a new \textit{synchronous} kV image pair was supposed to be acquired, the true target position in the patient coordinates was directly used instead of projection and triangulation. The \textit{synchronous image-based estimation} was applied to compute the model parameters with the most recent 20 target positions. Note that in the study, the CyberKnife geometry was used to model both \textit{synchronous} stereoscopic and \textit{alternate stereoscopic image-based estimation}.

(b) ExacTrac system: \textit{alternate stereoscopic} imaging between two imagers with 60° separation in the non-coplanar geometry.

The ExacTrac system consists of two kV sources at the floor and two corresponding flat panel detectors at the ceiling. Their beam axes form a non-coplanar plane with 60° angular separation. A projected marker position \( \mathbf{p} \) was acquired alternately between the two kV imagers configured at \((\theta_1 = 135^\circ, \varphi_1 = 45^\circ)\) and \((\theta_2 = 135^\circ, \varphi_2 = -135^\circ)\) in equation (1), with SAD = 230 cm and SID = 360 cm. The \textit{sequential image-based estimation} was applied to determine and update the correlation parameters with the most recent 20 projection positions.

(c) Linacs: \textit{rotational monoscopic} imaging with a single imager rotating with the gantry in the coplanar geometry.

Linacs for IGRT are equipped with a single kV imaging system rotating with the gantry. Its rotating beam axes form a coplanar plane. Unlike the real systems, the imager was kept rotating over the 300 s tracking interval with unlimited speed. The 20 consecutive projected positions \( \mathbf{p} \) were acquired at \( \varphi = 0^\circ \) and \( \theta_i = (\pi \cdot i)/m, i = 1, \ldots, m \), so that the 20 projections covered 180° angular range evenly, to make the mean angular separation 90°. In reality linacs have the upper rotating speed limit of 6° s\(^{-1}\). When this limitation is applied, the 20 projections will cover 24, 120, 240, 600 and 1200° for imaging intervals of 0.2, 1, 2, 5 and 10 s, respectively. However, since this inter-relationship between the imaging interval and the angular range is specific only to the linacs’ imaging configuration, the angular range was fixed to cover 180° in order to closely investigate the influence of the estimation method itself (\textit{sequential versus synchronous}) without any influence from the variation of the angular range. The influence from the angular range was separately investigated in section 3.4. SAD and SID were set at 100 and 150 cm, respectively. The \textit{sequential image-based estimation} was also applied to this case.
2.2.2. Impact of the estimation method: synchronous versus sequential image-based estimation for the synchronous stereoscopic imaging. Note that the sequential image-based estimation can also be applicable to the synchronous stereoscopic imaging by bypassing the triangulation procedure. Therefore applying both estimation methods to the same synchronous stereoscopic imaging data is an interesting comparison. To test any loss of estimation accuracy of the sequential image-based estimation due to abandoning the privileged synchrony information between images, the approach was applied to the synchronous stereoscopic imaging in the CyberKnife’s coplanar and the ExacTrac’s non-coplanar geometry, and its estimation errors were compared with the estimation errors of the synchronous image-based estimation.

2.2.3. Impact of the geometry: alternate stereoscopic imaging in coplanar versus non-coplanar geometry. The synchronous stereoscopic imaging is irrelevant to the geometries, either coplanar or non-coplanar. In contrast, since the sequential image-based estimation may be affected by the geometries, it was tested with the alternate stereoscopic imaging in the CyberKnife’s coplanar and ExacTrac’s non-coplanar geometries at various imaging intervals. Another simple question was the dependence of the sequential image-based estimation on SAD. For this purpose, the sequential image-based estimation for the rotational monoscopic imaging at the 1 s interval was simulated with SAD = 100, 150, 200 and 250 cm.

2.2.4. Impact of the angular range of the rotational monoscopic imaging on the sequential image-based estimation. For the rotational monoscopic imaging in the overall comparison in section 2.2.1, the angular range to estimate the model parameters was set at 180° such that the images had a 90° angular separation on average, which would be comparable to the other imaging geometries: 90° separation for the CyberKnife system and 60° separation for the ExacTrac system. One interesting question was how the angular range for the parameter estimation impacted the accuracy of the sequential image-based estimation. Thus simulations were performed with the sequential image-based estimation for the rotational monoscopic imaging in the linac’s coplanar geometry as a function of the angular span.

3. Results and discussion

3.1. Comparisons of estimation accuracy for the three different imaging systems

Typical tumor motion and the corresponding motion estimation traces for the Cyberknife, ExacTrac and linac geometries are shown in figure 3. The estimated traces are all very similar, even in places where they differ from the tumor motion trace. This similarity means that the limiting factor in this case is not the IGRT system geometry but limitations in the model itself, or the underlying unaccounted-for variations in the intrinsic internal–external correlation.

As shown in figure 4(a), both sequential and synchronous estimation methods can achieve mean 3D errors less than 1 mm for all three imaging systems at all imaging intervals. When the imaging interval approaches zero the estimation error approaches the minimum of ∼0.5 mm, which is attributed to the nature of the internal–external correlation that cannot be fully explained by a simple linear function. A longer imaging interval increases the estimation error gradually because the wider time window for the model parameters estimation slows down the model adaptation to the temporal change in the correlation. This response delay of the model adaptation adds ∼0.2 mm on the 3D estimation error up to the 10 s imaging interval with the 200 s time window. It suggests that the internal–external correlation does not change rapidly for most cases. In fact, a recent clinical study based on the Synchrony system showed
that accurate tracking was achievable even though the imaging intervals were larger than 1 min (Hoogeman et al 2009). However, for more definitive conclusion on this fact, further comprehensive study is necessary.

The CyberKnife system shows the best accuracy over all the imaging intervals. Note that the CyberKnife system has double the amount of kV images compared to the others, because the synchronous image-pair is acquired at each imaging interval. Better accuracies of the CyberKnife system in the LR and AP directions, shown in figures 4(b) and (d), are attributed to this fact because it has double the amount of spatial information in both directions. In contrast, there is no accuracy improvement of the CyberKnife system in the SI direction compared to the linacs’ imaging system, which has the same coplanar geometry, as two images acquired at the same time give the identical SI position. In figure 4(c), the non-coplanar alternate stereoscopic imaging of the ExacTrac system shows lower accuracy in the SI direction compared to the coplanar rotational monoscopic imaging of Linacs, because its non-coplanar geometry projects the SI and LR components onto \( y_p \), as shown in the equation (1), while the coplanar geometry of the Linacs estimates the SI component from \( y_p \) separately.

One interesting feature of the rotational monoscopic imaging is that the estimation error rebounds at the 0.2 s imaging interval. While the alternate stereoscopic imaging has a 60°
Figure 4. Mean estimation RMSE of the estimation method applied to the 160 traces for the three IGRT geometries. The synchronous image-based estimation was applied to the synchronous stereoscopic imaging in the coplanar geometry (CyberKnife), while the sequential image-based estimation was applied to the alternate stereoscopic imaging in the non-coplanar geometry (ExacTrac) and the rotational monoscopic imaging in the coplanar geometry (linac). Note that these results are not necessarily representative of clinically available system performance, but they represent the potential capability of the systems using the models described.

Angular separation between subsequent images, the rotational monoscopic imaging only has 9° angular separation between subsequent images (180°/20 images). This may not be enough to discriminate small displacement of the target during the short interval of 0.2 s. This fact was confirmed with another simulation in which the angular separation between rotational monoscopic images was 60°. The results (not shown here) did not show an accuracy reduction for 0.2 s imaging intervals. It was also confirmed that the accuracy could be improved by increasing the modeling time window, yet not significantly because the wider window reduced the prompt model adaptation to the temporal change in the correlation. Anyhow, the angular range of 180° during 20 s is impossible considering the speed limit of linacs and such a fast imaging like 0.2 s is unnecessary for the application of the ‘internal–external’ correlation-based target position estimation. However, as it revealed in section 3.4, the angular range larger than 120° did not affect the estimation accuracy and thus the result of the simulation ignoring the rotating speed limit of linacs might remain valid except the imaging interval of 0.2 s.
3.2. Impact of the estimation method: synchronous versus sequential image-based estimation when acquiring synchronous images

The sequential image-based estimation (equation (7)) applied to the synchronous stereoscopic acquisition method reveals the same accuracy as the synchronous image-based estimation (equation (5)) over all the image intervals. As an example, the estimation results of the 1 s imaging interval in the non-coplanar geometry are shown in figure 5.

The estimation results in the coplanar geometry are also the same, demonstrating no loss of estimation accuracy due to bypassing the triangulation procedure. It means that, at least for the purpose of estimating the internal–external correlation model parameters, the synchronous information on images does not play any role. The practical significances of this fact are: (1) the current sequential form of the ExacTrac system is sufficient for the correlation-based target tracking and thus updating the synchronous stereoscopic imaging system is not necessary, and (2) the CyberKnife system can use the sequential image-based estimation with alternate stereoscopic imaging, if necessary, without loss of accuracy. This result implies that the sequential method is equally accurate to the synchronous method and applicable to other IGRT systems, whereas the synchronous method is not.

Indeed, the synchronous stereoscopic imaging may not be optimal compared with the alternate stereoscopic imaging if imaging dose to the patient is considered. Acquiring each image alternately at a certain imaging interval may be more accurate than acquiring each synchronous image-pair at a twice longer interval because the former would collect more information on the temporal variation in the internal–external correlation. Figure 6 is a re-plot of the same data shown in figure 4(a) by rescaling the imaging interval of the synchronous stereoscopic imaging (CyberKnife) such that the number of images are the same as that of the alternate stereoscopic imaging (ExacTrac). However, there is no noticeable accuracy difference between the two approaches. As mentioned earlier, the accuracy of the 3D position estimation was deteriorated less than 0.2 mm by increasing the imaging interval from 0.2 to 10 s probably due to the slow change of the internal–external correlation over time. In other
words, the 0.2 mm gain of the tracking accuracy cannot be justified at the cost of 20 times more imaging dose to the patient within the imaging interval studied. In addition, all the three image acquisition methods provide already sub-mm accuracy with only subtle difference, thus there is no method superior to another.

3.3. Impact of the geometry: alternate stereoscopic imaging in the coplanar versus non-coplanar geometry

The sequential image-based estimation for the alternate stereoscopic imaging in the coplanar and non-coplanar geometries was simulated at various imaging intervals. Figure 7 shows the coplanar versus non-coplanar pair-wise comparisons of the estimation errors over the 160 dataset for the 1 s imaging interval. The SI component was always resolved in the coplanar geometry, but not in the non-coplanar geometry. Thus the estimation of the SI component is more accurate in the coplanar geometry than in the non-coplanar geometry. On the other hand, the estimation of the LR(\(x\)) component would be more accurate in the non-coplanar geometry since \(y_p\) also shares the LR information. Likewise, the AP(\(z\)) component is more accurate in the coplanar geometry because it is estimated from \(x_p = \cos \theta \cdot T_x + \sin \theta \cdot T_z\) compared to the non-coplanar geometry, where \(x_p\) is the combination of all three patient coordinates. Overall the coplanar geometry is more favorable to the sequential image-based estimation because the AP and SI, which are known as relatively large components of respiratory motion, can be estimated more accurately, resulting in better accuracy. However the accuracy improvement is less than 0.01 mm in the overall 3D RMSE.

As for the SAD dependence of the estimation accuracy in the sequential image-based estimation, larger SAD is expected to be more favorable to the sequential image-based estimation because in the perspective term it becomes closer to parallel projection and results in smaller error in equation (8). As SAD was increased from 100 to 250 cm, the average RMSE over the 160 trajectories was improved by only 0.02% for the rotational monoscopic imaging at the 1 s interval.
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3.4. Impact of the angular range of the rotational monoscopic imaging on the sequential image-based estimation

The effect of the angular span on the estimation accuracy was investigated by simulating the sequential image-based estimation for the rotational monoscopic imaging in the coplanar geometry as a function of the angular span. The results are shown in figure 8. As the angular span narrowed from 180° to 120°, there was little loss of estimation accuracy. Note that an angular span of 120° corresponds to a 6° angular separation between consecutive images and an average angular separation of images of 60°. The mean 3D estimation error increased around 5% and 14% at 90° and 60° angular span, respectively. After that, it increased rapidly with further narrowing of the angular span. As expected, the estimation error in the resolved SI direction was irrelevant to the angular span. The errors in both the LR and AP directions increased together because of rotational imaging.

In the limit when the angular span narrowed down to zero, the sequential image-based estimation became singular. To make it solvable further constraint on the correlation model should be imposed. Aiming at such a truly monoscopic imaging configuration that happens with static beam delivery, we presented a similar estimation method in our previous work (Cho et al. 2008). In the study, the correlation was modeled in the imager plane as $(\begin{pmatrix} x_p \\ y_p \end{pmatrix}) = (\begin{pmatrix} \alpha_x \\ \alpha_y \end{pmatrix}) R + (\begin{pmatrix} \beta_x \\ \beta_y \end{pmatrix})$, and the further constraint in the unresolved motion was imposed as...
\[ \hat{z} = a_x \hat{x} + b_y \hat{y} + c \] with a priori 3D target motion information. Since the correlation model itself is affixed to the imager coordinates, it should be reset and re-built whenever the beam direction is changed. If reformulated in the patient coordinates with an inter-dimensional relationship, \( \hat{x} = a_y + b_z + c \), this problem can be merged into the current framework of the sequential image-based estimation. Moreover, the parameters of the inter-dimensional relationship, i.e. a priori 3D target motion information, can be obtained naturally with the rotational monoscopic imaging.

A similar approach employing an inter-dimensional correlation model in the imager coordinates was also introduced for kV/MV image-based tracking without an external respiratory monitor (Wiersma et al 2009). The same framework can also be applied to this approach, with the inter-dimensional correlation expressed in the patient coordinates such as \( x = a_y + b_z + c \). It would eliminate the need for rebuilding the model parameters with changes in the beam direction and provide a natural way to build the correlation for rotational imaging. Such inter-dimensional correlation was also explored with a statistical model for respiratory motion estimation (Poulsen et al 2010) and prostate motion estimation (Poulsen et al 2008, 2009).

The internal–external correlation model is aimed at estimating respiratory tumor motion using external breathing monitors, and thus is not feasible for tumor motion irrelevant to breathing (such as prostate). On the other hand, position estimation methods using x-ray imaging alone require a fairly fast imaging frequency to obtain real-time estimation of a moving tumor. Thus both methods can be used complementarily depending on the purpose of the applications, treatment sites and clinical needs.

Finally, though the study here focuses on kV imaging due to improved contrast and non-interference of MLC leaves, without loss of generality the method could be applied to MV imaging systems alone or in combination with kV imaging.
4. Conclusions

A generalized 3D target position estimation method based on internal–external correlation has been developed and investigated. The key idea of the sequential image-based estimation is (1) recasting the least-squares formula for estimating the correlation model parameters from expressions in the patient coordinates to expressions in the projection coordinates, and (2) further reformulation of the model in a quickly-converging iterative form supported by the fact that the perspective projection in the range of tumor motion is nearly a parallel projection. The method was tested in a large dataset through simulations for a variety of common clinical IGRT configurations: synchronous stereoscopic imaging, alternate stereoscopic imaging, and rotational monoscopic imaging. The accuracy of the method was similar for all of the clinical configurations. The estimation accuracy showed mean 3D RMSE less than 1 mm and had a weak dependence on imaging frequency. Most importantly, the estimation accuracy of the sequential image-based estimation was the same as the synchronous stereoscopic image-based estimation for the same synchronously acquired stereoscopic images. The practical significance of this fact is that with the sequential image-based estimation the alternate stereoscopic and rotational monoscopic imaging systems can achieve the same accuracy for the correlation-based 3D target position estimation as the synchronous stereoscopic imaging systems for the same imaging dose to the patient. The sequential image-based estimation method is applicable to all common IGRT systems and could overcome some limitations of synchronous stereoscopic imaging systems, such as when the linac obscures one of the x-ray systems.
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