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Abstract

The paper is directly motivated by the pricing of vulnerable European and American op-
tions in a general hazard process setup and a related study of the corresponding pre-default
backward stochastic differential equations (BSDE) and pre-default reflected backward stochas-
tic differential equations (RBSDE). We work with a generic filtration F for which the martingale
representation property is assumed to hold with respect to a square-integrable martingale M

and the goal of this work is of twofold. First, we aim to establish the well-posedness results
and comparison theorems for a generalized BSDE and a reflected generalized BSDE with a
continuous and nondecreasing driver A. Second, we study extended penalization schemes for
a generalized BSDE and a reflected generalized BSDE in which we penalize against the driver
in order to obtain in the limit either a particular optimal stopping problem or a Dynkin game
in which the set of admissible exercise time is constrained to the right support of the measure
generated by A.
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1 Introduction

In this work, we consider the generalized backward stochastic differential equation (GBSDE) and the
reflected generalized backward stochastic differential equation (RGBSDE). More specifically, given
a continuous, nondecreasing process A, we are interested in a generalized BSDE of the form

Yt = ξT −

∫

]t,T ]

Zs dMs +

∫

]t,T ]

g(s, Ys) dAs (1.1)

where M is a square-integrable martingale with respect to a reference filtration F and A is an
adapted, continuous, nondecreasing process. Furthermore, we study a reflected generalized BSDE
given by

Yt = ξT −

∫

]t,T ]

Zs dMs +

∫

]t,T ]

g(s, Ys) dAs + KT −Kt (1.2)

where ζ is the lower obstacle and the nondecreasing process K satisfies the appropriate Skorokhod
conditions (see (4.1)). To avoid confusion, we shall refer to the process A as the driver whereas, as
usual, the mapping g is called the generator of a GBSDE.

Our motivation for studying equations (1.1) and (1.2) comes from the study of a BSDE and
RBSDE in the progressive enlargement G of F through observations of a random time, which can
be interpreted as a default time of some credit-risky entity, and their subsequent applications to the
pricing of vulnerable options of either a European or an American style. In particular, the form of
the driver A in equations (1.1) and (1.2) is not arbitrary since it is directly related to the choice of
a particular model for the default time, as was studied, e.g., in a recent paper by Jeanblanc and Li
[27] and numerous previous works on credit risk modeling. A study of a BSDE in the progressively
enlarged filtration G has been explored in two main directions. On the one hand, one can work
directly in the enlarged filtration G, as done in Blanchet-Scalliet et al. [3], Eyraud-Loisel and Royer-
Carenzi [16], Grigorova et al. [23] and Dumitrescu et al. [8]. On the other hand, in papers by
Kharroubi and Lim [30] and Crépey and Song [5], the authors developed an alternative approach,
which hinges on reducing the BSDE in the filtration G to a reference filtration F and subsequently
examining the F-reduced BSDE, which is also known as the pre-default BSDE in applications of the
theory of BSDEs to credit risk models.

The present work is motivated by the above-mentioned F-reduction approach and stems from
the recent works of Aksamit et al. [1] and Li et al. [34] where the pre-default GBSDE as well as
the pre-default RGBSDE were examined and applied to solve super-hedging problems for vulnerable
European and American options within a fairly general setup. In particular, the driver process A
appearing in the pre-default GBSDE and RGBSDE satisfied by the pre-default price of a vulnerable
European or American option corresponds to the hazard process associated with the default time
while the generator g is used to model the uncertainty in the hazard process.

The existing literature on (generalized) BSDE and RBSDE are numerous and a non-exhaustive
list include Pardoux and Zhang [37], Ren and El Otmani [41], Essaky and Hassani [10, 11], Essaky
et al. [12, 13] and Eddahbi et al. [9]. We mention also Grigorova et al. [20, 21, 22], Hamadène
et al. [24, 25] and Klimsiak et al. [31]. However, to the best of our knowledge, no single piece of
work encompasses the general framework which is adopted in papers by Aksamit et al. [1] and Li et
al. [34] and hence we have found it necessary to study the generalized BSDE within the framework
consistent with the setup of [34].

Our first goal is to obtain, under Assumptions 2.1 and 3.1 complemented by the postulate that the
driver A is bounded, the well-posedness and comparison results for a GBSDE and RGBSDE, as given
by (1.1) and (1.2), respectively. In particular, we establish comparison results in Propositions 3.1 and
4.1, while the existence and uniqueness results are given in Propositions 3.4 and 4.4. Furthermore,
we show in Proposition 3.5 that for a GBSDE the boundedness assumption on A can be lifted and the
existence and uniqueness result can be extended to the case where A is square-integrable under the
additional assumption that the generator g(t, y) is non-negative and nondecreasing in the variable
y. We expect the same technique to be applicable to an RGBSDE and hence omit the details here.
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Our second goal is to present the penalization scheme for (1.1) and (1.2) where we penalize
against the driver A. Similar to the classical case where At = t, the limiting process obtained from
the penalization scheme correspond to either the value process of an optimal stopping problem (see
Theorems 3.1 and 4.1) or the value of a two player zero-sum game (see Theorem 4.2). Compared to
existing results on penalization of an RBSDEs, such as Hamadène et al. [25], the new feature here
is that the set of admissible exercise times is restricted to the right support of the random measure
generated by the driver A.

Finally, it is worth mentioning that the assumption of continuity of A is not essential and thus,
at least in principle, in can be relaxed. In particular, it would be possible to work also with a purely
discontinuous driver by considering a left-continuous nonlinear driver and hence a làglàd GBSDE,
as opposed to a càdlàg GBSDE considered in the present work. Then the set of admissible exercise
times for the optimal stopping problem, which can be obtained by considering the limiting process
of the penalization scheme, would be restricted to the jump times of A (in financial applications, this
would formally correspond to the case of Bermuda options). An extension of the setup and results
obtained in the present work to the case of a general driver is the topic of our ongoing research.

2 Preliminaries

Our goal is to analyze some classes of generalized BSDEs and reflected generalized BSDEs with
respect to the filtration F. We work throughout under the following set of standing assumptions,
which specify the inputs in a generalized BSDE (GBSDE).

Assumption 2.1. We assume that we are given the following objects:
(i) a probability space (Ω,F ,P) endowed with a filtration F satisfying the usual conditions of right-
continuity and completeness;
(ii) an Rd-valued, square-integrable martingale M , which is assumed to have the predictable repre-
sentation property for the filtration F;
(iii) an F-adapted, nondecreasing and continuous process A, which is square-integrable so that
E[A2

T ] < ∞. By convention, we set A0− = A0 = 0;
(iv) an FT -measurable and square-integrable random variable ξT .

We introduce the space H2(M) = {Z ∈ P(F) : ‖Z‖2H2(M) < ∞} with the pseudo-norm

‖Z‖H2(M) :=
[
E
[
(Z2

• [M ])T
]]1/2

where the martingale M is assumed to be square-integrable so that E[[M ]T ] < ∞. Let T (F) denote
the class of all F-stopping times with values in [0, T ]. It is known that the space S2(F) = {X ∈
O(F) : ‖X‖2S2(F) < ∞} with the norm

‖X‖S2(F) :=

[
E

(
ess sup
τ∈T (F)

|Xτ |
2

)]1/2

is a Banach space (see Proposition 2.1 in Grigorova et al. [20]).

We denote by K (resp., K) the class of all càdlàg, nondecreasing, F-predictable (resp., làdlàg,
nondecreasing, F-predictable) processes. Recall that a stochastic process X with sample paths
possessing right-hand limits is said to be F-strongly predictable if X is F-predictable and the process
X+ is F-optional (see Definition 1.1 in Gal’čuk [18]). In particular, all processes from the class K is
F-strongly predictable. Furthermore, any process K ∈ K with K0 = 0 has a unique decomposition
K = Kc+Kd where Kc

0 = Kd
0 = 0, Kc is an F-adapted, continuous, nondecreasing process and Kd is

an F-predictable, càdlàg, purely discontinuous, nondecreasing process. More generally, if K belongs
to K and K0 = 0 then the decomposition becomes K = Kc +Kd +Kg where Kg with Kg

0 = 0 is an
F-adapted, càglàd, purely discontinuous, nondecreasing process. If X and Y are arbitrary F-optional
processes, then the inequality Y ≥ X means that Yσ ≥ Xσ for every σ ∈ T (F).
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For future reference, we recall the classical version of the Doob-Meyer-Mertens decomposition
theorem (see Mertens [35] and El Karoui [14]) and the basic properties of the Snell envelope. We
stress that the filtration F is assumed to satisfy the usual conditions of Assumption 2.1 (i). The
interested reader is referred to Gal’čuk [18] for an extended version of the Doob-Meyer-Mertens
decomposition where these assumptions about the filtration F are relaxed.

Let us recall the notion of a strong supermartingale, which is known to coincide with the classical
concept of a supermartingale if a process is assumed to be càdlàg. We will also use later the concept
of a strong Eg-supermartingale where Eg denotes the nonlinear evaluation generated by solutions to
a (generalized) BSDE with generator g (see Peng [38, 39]).

Definition 2.1. A process X is called a strong supermartingale if it is F-optional and for all
τ, ν ∈ T (F) such that τ ≤ ν we have

Xτ ≥ E[Xν | Fτ ]. (2.1)

Remark 2.1. It is well known that any strong supermartingale is a làdlàg process, that is, it has
almost all sample paths with right-hand and left-hand limits so that the processes X− and X+ are
well-defined. Moreover, any strong F-supermartingale is a right-upper-semicontinuous process so
that X ≥ X+.

Definition 2.2. We say that X is the Snell envelope of an F-optional process ξ if:
(i) X is a strong supermartingale such that X ≥ ξ;
(ii) for any strong supermartingale such that Y ≥ ξ the inequality Y ≥ X holds.

Remark 2.2. The following simple observations will be useful:
(i) if X is a strong supermartingale, then the Snell envelope of X is equal to X ;
(ii) the F-Snell envelope is monotone, in the sense that if η ≥ ξ, then the Snell envelope of η
dominates the Snell envelope of ξ.

Theorem 2.1. Any strong supermartingale Y of class (D) has the unique Doob-Meyer-Mertens
decomposition Y = Y0 + N − Bc − Bd − Bg where N is a uniformly integrable martingale, Bc

is an F-adapted, nondecreasing, continuous process, Bd is an F-predictable, nondecreasing, purely
discontinuous process, and Bg is an F-adapted, càglàd, nondecreasing, purely discontinuous process.
Furthermore, N0 = Bc

0 = Bd
0 = Bg

0 = 0.

3 Generalized BSDEs

We first consider a generalized BSDE with the generator g : Ω × [0, T ] × R → R and the terminal
condition ξT ∈ L2(FT ). The mapping g : Ω×[0, T ]×R→ R is assumed to be P(F)⊗B(R)-measurable
where P(F) is the σ-field of predictable sets in Ω × [0, T ].

Definition 3.1. A pair (Y, Z) is a solution to the generalized BSDE with data (M,A, g, ξT ) if Y is
an F-adapted, càdlàg process, Z is an F-predictable process, and the following equality holds, for
every t ∈ [0, T ],

Yt = ξT −

∫

]t,T ]

Zs dMs +

∫

]t,T ]

g(s, Ys) dAs (3.1)

where the Itô integral
∫
]0,t]

Zs dMs is a martingale and the integral
∫ t

0
g(s, Ys) dAs is an F-adapted,

continuous process of finite variation.

We will frequently examine the existence and uniqueness of a solution (Y, Z) to the BSDE (3.1)
in the product space S2(F)×H2(M). Then we say that a solution to the GBSDE (3.1) is unique in
S2(F)×H2(M) if for any two solutions (Y ′, Z ′) and (Y ′′, Z ′′) belonging to S2(F)×H2(M) we have
that ||Y ′ − Y ′′||S2(F) = 0 and ||Z ′ − Z ′′||H2(M) = 0.

We start by establishing in Section 3.1 the comparison property for a GBSDE and we obtain in
Section 3.2 some a priori estimates when the driver A is bounded. This allows us to study in Section
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3.3 the well-posedness results for the GBSDE (3.1) in the space S2(F) ×H2(M) when the driver A
is either bounded or square-integrable. In Section 3.4, for a given F-optional and bounded process
η, we examine the sequence (Y n)n∈N of solutions to the GBSDE penalized GBSDEs

Y n
τ = ζT −

∫

Kτ,T K

Zn
s dMs +

∫

Kτ,T K

n(Y n
s − ηs)

+ dAs

and we show that the limit Y := limn→∞ Y n can be interpreted as the value process of a particular
optimal stopping problem.

3.1 Comparison Theorem for a Generalized BSDE

Our first goal is to establish the comparison property of solutions to (3.1) and thus we work under a
temporary assumption that a solution to the GBSDE (3.1) exists but is not necessarily unique. For
brevity, we denote

Gt(Y ) :=

∫

]0,t]

g(s, Ys) dAs, Ht(Ỹ ) :=

∫

]0,t]

h(s, Ỹs) dAs.

Proposition 3.1. Let the mappings g, h : Ω × [0, T ] × R → R be such that the GBSDEs

Yt = ξT −

∫

]t,T ]

Zs dMs +

∫

]t,T ]

g(s, Ys) dAs = ξT −

∫

]t,T ]

Zs dMs + GT (Y ) −Gt(Y )

and

Ỹt = ξ̃T −

∫

]t,T ]

Z̃s dMs +

∫

]t,T ]

h(s, Ỹs) dAs = ξ̃T −

∫

]t,T ]

Z̃s dMs + HT (Ỹ ) −Ht(Ỹ )

have solutions (Y, Z) and (Ỹ , Z̃). Assume that ξT ≥ ξ̃T and the functions g and h satisfy the
following conditions:
(i) g(ω, t, y) ≥ h(ω, t, y) for every (ω, t, y) ∈ Ω × [0, T ] × R,
(ii) g(ω, t, ·) is a nonincreasing function for every (ω, t) ∈ Ω × [0, T ].

Then the inequality Y ≥ Ỹ is valid, that is, P(Yt ≥ Ỹt, ∀ t ∈ [0, T ]) = 1.

Proof. We adapt the proof of Lemma 8.3 in Peng [39]. It is important to recall that the processes

Y and Ỹ are càdlàg. For a fixed ε > 0, we define the F-stopping time τε := inf {t ≥ 0 : Yt ≤ Ỹt − ε}

where, by convention, inf ∅ = T . Note that if for all ε > 0 we have P(τε = T ) = 1, then Y ≥ Ỹ .
Indeed, for εn = 1

n , there exists Dn such that P(Dn) = 0 and τεn(ω) = T for ω /∈ Dn. Thus for

ω /∈ Dn, from the definition of τε and the equality τεn(ω) = T , we obtain Yt ≥ Ỹt − εn for every

t ∈ [0, T [. Then for D := ∪∞
n=1Dn, we have P(D) = 0 and for ω /∈ D, we have Yt ≥ Ỹt for every

t ∈ [0, T [. Since YT = ξT ≥ ξ̃T = ỸT we conclude that Y ≥ Ỹ .

We now argue by contradiction. If the inequality Y ≥ Ỹ does not hold then, by the first step,
there exists ε > 0 such that P(E) > 0 where E := {τε < T } ∈ Fτε . We fix ε and we define

τ := τε1E + T1Ec and ν := inf {t ≥ τ : Yt ≥ Ỹt} so that ν ≤ T since, by assumption, YT ≥ ỸT .

Since Y and Ỹ are càdlàg processes it is clear that Yτ < Ỹτ on E, the interval Jτ, νJ is nonempty on

E, and the inequality Yν ≥ Ỹν is valid.

For brevity, let us write U := G(Y ) and Ũ := H(Ỹ ) so that the F-adapted, continuous process

U := U − Ũ satisfies

U t = Gt(Y ) −Ht(Ỹ ) = (Gt(Y ) −Gt(Ỹ )) + (Gt(Ỹ ) −Ht(Ỹ ))

=

∫

]0,t]

(g(s, Ys) − g(s, Ỹs)) dAs +

∫

]0,t]

(g(s, Ỹs) − h(s, Ỹs)) dAs.
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We deduce that 1EU is a continuous and nondecreasing process on Jτ, νK since g(ω, t, y) ≥ h(ω, t, y)

for all (ω, t, y) ∈ Ω× [0, T ]×R, the inequality Y < Ỹ holds on Jτ, νJ, and for every (ω, t) ∈ Ω× [0, T ]
the function g(ω, t, ·) is nonincreasing. We observe that on E

Yt − Ỹt = Yν − Ỹν −

∫

Kt,νK

(Zs − Z̃s) dMs + Uν − U t.

Therefore, the process Y − Ỹ is a supermartingale (hence also strong supermartingale) on Jτ, νK and

Yν − Ỹν ≥ 0. Consequently, Yτ − Ỹτ ≥ 0 and thus Yτ ≥ Ỹτ on E, which leads to a contradiction
since Yτ < Ỹτ on E ∈ Fτ and P(E) > 0.

When using the penalization method to show the existence of a solution to the reflected GBSDE
with a lower obstacle ξ, one may employ the mapping f : Ω × [0, T ] × R → R+, which is given
by f(t, y) = (ξt − y)+ where ξ is a predetermined F-optional process. The following corollary to
Proposition 3.1 will be useful in the proof of the penalization result (see Section 3.4).

Corollary 3.1. Let the mapping f : Ω × [0, T ] × R → R+ be nonnegative and such that f(t, ·) is
nonincreasing. For every n ∈ N, let the pair (Y n, Zn) be a solution to the GBSDE

Y n
t = ξT −

∫

]t,T ]

Zn
s dMs +

∫

]t,T ]

nf(s, Y n
s ) dAs. (3.2)

Then Y n+1 ≥ Y n for every n ∈ N, that is, P(Y n+1
t ≥ Y n

t , ∀ t ∈ [0, T ]) = 1.

Proof. It suffices to apply Proposition 3.1 to the GBSDEs with generators g(t, y) = (n + 1)f(t, y)
and h(t, y) = nf(t, y).

3.2 A Priori Estimates for Solutions to a Generalized BSDE

In addition to Assumption 2.1, we make the following standing assumption on the generator g of
the GBSDE (3.1).

Assumption 3.1. Let the mapping g : Ω × [0, T ] × R → R satisfy, for every t ∈ [0, T ],

(i) E

[ ∫

]0,T ]

|g(t, 0)|2 dAt

]
< +∞, (ii) |g(t, y) − g(t, y′)| ≤ L|y − y′|, ∀ y, y′ ∈ R.

Our first goal is to establish a useful a priori estimate for a postulated solution in S2(F)×H2(M)
to the GBSDE (3.1).

Proposition 3.2. Let Assumptions 2.1 and 3.1 hold with a bounded process A. If (Y, Z) ∈ S2(F)×
H2(M) is a solution to the GBSDE (3.1), then there exists a constant c > 0 such that for every
α, β > 0 such that β > 2L + α−1 we have

E

[
sup

t∈[0,T ]

[
et|Yt|

2
]

+

∫

]0,T ]

es|Zs|
2 d[M ]s

]
≤ cE

[
eT |ξT |

2 + α

∫

]0,T ]

es|g(s, 0)|2 dAs

]
(3.3)

where et := eβAt .

Proof. Note that det := βet dAt and 1 ≤ et ≤ eβcA for every t ∈ [0, T ] since β > 0 and thus e
is a bounded process. We first establish the a priori estimates for a postulated solution (Y, Z) ∈
S2(F)×H2(M) to the BSDE (3.1). By applying the Itô formula to et|Yt|2 and the Young inequality
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with α > 0, we obtain

et|Yt|
2 +

∫

]t,T ]

es|Zs|
2 d[M ]s

≤ eT |ξT |
2 − β

∫

]t,T ]

es|Ys|
2 dAs + 2

∫

]t,T ]

esYs

(
g(s, 0) + L|Ys|

)
dAs − 2

∫

]t,T ]

esYs−Zs dMs

≤ eT |ξT |
2 + α

∫

]t,T ]

es|g(s, 0)|2 dAs +
(
2L + α−1 − β

) ∫

]t,T ]

es|Ys|
2 dAs − 2

∫

]t,T ]

esYs−Zs dMs

and thus

et|Yt|
2 +

∫

]t,T ]

es|Zs|
2 d[M ]s ≤ eT |ξT |

2 + α

∫

]t,T ]

es|g(s, 0)|2 dAs − 2

∫

]t,T ]

esYs−Zs dMs (3.4)

for any α, β > 0 such that β > 2L + α−1. By taking the supremum and expectation in (3.4) we
obtain

E

[
sup

t∈[0,T ]

et|Yt|
2

]
≤ E

[
eT |ξT |

2 + α

∫

]0,T ]

es|g(s, 0)|2 dAs

]
+ 2E

[
ess sup
t∈[0,T ]

∣∣∣
∫

]0,t]

esYs−Zs dMs

∣∣∣
]
.

(3.5)

Since A is a bounded process an application of the Burkholder–Davis–Gundy inequality with p = 1
gives

2E

[
sup

t∈[0,T ]

∣∣∣
∫

]0,t]

esYs−Zs dMs

∣∣∣
]
≤ 2c1 E

[(∫

]0,T ]

e2s|Ys−|
2|Zs|

2 d[M ]s

)1/2]

≤ E

[(
1

2
sup

t∈[0,T ]

et|Yt|
2

)1/2(
8c21

∫

]0,T ]

es|Zs|
2 d[M ]s

)1/2]
(3.6)

≤
1

4
E

[
sup

t∈[0,T ]

et|Yt|
2

]
+ 4c21 E

[ ∫

]0,T ]

es|Zs|
2 d[M ]s

]

where the constant c1 is independent of α, β, L and the last inequality holds since 2ab ≤ a2 + b2

for all real numbers a, b. Furthermore, by taking the expectation in (3.4) and using the martingale
property of the integral with respect to M , we obtain

E

[ ∫

]0,T ]

es|Zs|
2 d[M ]s

]
≤ E

[
eT |ξT |

2 + α

∫

]0,T ]

es|g(s, 0)|2 dAs

]
< ∞ (3.7)

where the second inequality follows from Assumption 3.1 (i) and the boundedness of A. By combining
(3.5), (3.6) and (3.7), we obtain

3

4
E

[
sup

t∈[0,T ]

et|Yt|
2

]
≤ (1 + 4c21)E

[
eT |ξT |

2 + α

∫

]0,T ]

es|g(s, 0)|2 dAs

]

and thus

E

[
sup

t∈[0,T ]

et|Yt|
2 +

∫

]0,T ]

es|Zs|
2 d[M ]s

]
≤ cE

[
eT |ξT |

2 + α

∫

]0,T ]

es|g(s, 0)|2 dAs

]

where the constant c :=
7+16c21

3 > 0 is independent of α, β and L.

The next results deals with the stability of solutions to a GBSDE with respect to the terminal
condition ξT and generator g. Let us denote Ŷ = Y 1−Y 2, Ẑ = Z1−Z2 and ĝt = g1(t, Y 2

t )−g2(t, Y 2
t ).

As in Proposition 3.2, we denote et := eβAt .
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Proposition 3.3. Let Assumptions 2.1 and 3.1 hold for gi, i = 1, 2 and the nondecreasing, con-
tinuous process A be bounded on [0, T ] so that AT ≤ cA for some constant cA. If (Y i, Zi) ∈
S2(F) × H2(M) is a solution to the GBSDE with data (M,A, gi, ξiT ) for i = 1, 2, then for every
α, β > 0 such that β > 2L + α−1, we have, for every t ∈ [0, T ],

et|Ŷt|
2 ≤ E

[
eT |ξ̂T |

2 + α

∫

]t,T ]

es|ĝs|
2 dAs

∣∣∣Ft

]
. (3.8)

Proof. An application of the Itô formula to et|Ŷt|2 from [t, T ] and the Young inequality with α > 0
gives

et|Ŷt|
2 +

∫

]t,T ]

es|Ẑs|
2 d[M ]s

≤ eT |ξ̂T |
2 − β

∫

]t,T ]

es|Ŷs|
2 dAs + 2

∫

]t,T ]

esŶs

(
L|Ŷs| + |ĝs|

)
dAs − 2

∫

]t,T ]

esŶs−Ẑs dMs

≤ eT |ξ̂T |
2 + α

∫

]t,T ]

es|ĝs|
2 dAs +

(
2L + α−1 − β

) ∫

]t,T ]

es|Ŷs|
2 dAs − 2

∫

]t,T ]

esŶs−Ẑs dMs

and thus for any α, β > 0 such that β > 2L + α−1

et|Ŷt|
2 ≤ eT |ξ̂T |

2 + α

∫

]t,T ]

es|ĝs|
2 dAs − 2

∫

]t,T ]

esŶs−Ẑs dMs.

To complete the proof it suffices to take the conditional expectation with respect to Ft.

3.3 Existence of a Solution to a Generalized BSDE

The next two propositions deal with the existence and uniqueness of a solution to the GBSDE
(3.1) with a Lipschitz continuous driver. We first present the existence result under an additional
postulate that the driver A is bounded. It will be subsequently extended in Proposition 3.5 to the
case of Assumption 2.1 (iii) where the driver is assumed to be square-integrable.

Proposition 3.4. Let Assumptions 2.1 and 3.1 hold with a bounded process A. Then the GBSDE

Yt = ξT −

∫

]t,T ]

Zs dMs +

∫

]t,T ]

g(s, Ys) dAs (3.9)

has a unique solution (Y, Z) in the space S2(F) ×H2(M).

Proof. To prove the existence and uniqueness of a solution to the GBSDE (3.9), we use the standard
method based on the Banach fixed point theorem. For any Y ∈ S2(F) and β > 0, we define
||Y ||2

S2
β(F)

:= E
[

supt∈[0,T ] et|Yt|2
]

where et = eβAt and we observe that the norms || · ||S2(F) and

|| · ||S2
β(F)

are equivalent on S2(F). We denote by S2
β(F) the space S2(F) endowed with the norm

|| · ||S2
β(F)

. Let the mapping Φ : S2
β(F) → S2

β(F) be defined as follows: for any given w ∈ S2
β(F) we

set Φ(w) := Y w where the pair (Y w, Zw) is a unique solution to the GBSDE

Y w
t = ξT −

∫

]t,T ]

Zw
s dMs +

∫

]t,T ]

g(s, ws) dAs (3.10)

and the fixed generator is clearly independent of Zw. To show that a unique solution to (3.10) exists,
we observe that the process Θ, which given by

Θt := Y w
t +

∫

]0,t]

g(s, ws) dAs = Y w
0 +

∫

]0,t]

Zw
s dMs, (3.11)
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is a martingale where the existence of a process Zw ∈ H2(M) follows from the postulated predictable
representation property of M . Hence the unique solution (Y w, Zw) ∈ S2

β(F) × H2(M) to (3.10) is
determined by

Y w
t = E

[
ξT +

∫

]t,T ]

g(s, ws) dAs

∣∣∣Ft

]
=: Φ(w).

Our next goal is to demonstrate that there exists a unique process ŵ ∈ S2
β(F) such that Φ(ŵ) = ŵ.

Then the corresponding process ẑ ∈ H2(M) can be found from equality (3.11) combined with the
predictable representation property of M , that is, from the equality

ŵt +

∫

]0,t]

g(s, ŵs) dAs = ŵ0 +

∫

]0,t]

ẑs dMs.

It is clear that it suffices to show that the mapping Φ : S2
β(F) → S2

β(F) is a contraction when β is

sufficiently large. To this end, we take w′, w′′ ∈ S2
β(F) and denote Y w′

= Φ(w′) and Y w′′

= Φ(w′′).

For the simplicity of notation, we write y := Y w′

− Y w′′

= Φ(w′) − Φ(w′′), z := Zw′

− Zw′′

and
w := w′ − w′′. It is clear from (3.10) that y satisfies the GBSDE

yt = −

∫

]t,T ]

zs dMs +

∫

]t,T ]

(
g(s, w′

s) − g(s, w′′
s )
)
dAs

where |g(s, w′
s) − g(s, w′′

s )| ≤ L|ws| since g(s, ·) is a Lipschitz continuous function with constant L.

The foregoing computations are similar to those used in the proof of Proposition 3.2, so we only
sketch some significant steps. By applying the Itô formula to et|yt|2 and subsequently the Young
inequality with α > 0, we obtain

et|yt|
2 +

∫

]t,T ]

es|zs|
2 d[M ]s ≤ −β

∫

]t,T ]

es|ys|
2 dAs + 2L

∫

]t,T ]

esys |ws|dAs − 2

∫

]t,T ]

esys−zs dMs

≤ −β

∫

]t,T ]

es|ys|
2 dAs +

1

α

∫

]t,T ]

es|ys|
2 dAs + αL2

∫

]t,T ]

es|ws|
2 dAs − 2

∫

]t,T ]

esys−zs dMs (3.12)

≤ αL2

∫

]t,T ]

es|ws|
2 dAs − 2

∫

]t,T ]

esys−zs dMs

where we have assumed that β > α−1. For brevity, we denote

J(w) := αL2

∫

]0,T ]

es|ws|
2 dAs.

By setting t = 0 in (3.12) and taking the expectation, we obtain

E

[ ∫

]0,T ]

es|zs|
2 d[M ]s

]
≤ E[J(w)]. (3.13)

Furthermore, it follows from (3.10) that, for every t ∈ [0, T ],

et|yt|
2 ≤ J(w) − 2

∫

]t,T ]

esys−zs dMs ≤ J(w) + 2
∣∣∣
∫

]t,T ]

esys−zs dMs

∣∣∣

and thus, by taking the supremum over t ∈ [0, T ] and the expectation on both sides, we get

E

[
sup

t∈[0,T ]

et|yt|
2

]
≤ E[J(w)] + 2E

[
ess sup
t∈[0,T ]

∣∣∣
∫

]t,T ]

esys−zs dMs

∣∣∣
]

(3.14)

≤ E[J(w)] +
1

4
E

[
sup

t∈[0,T ]

et|yt|
2

]
+ 4c21 E

[ ∫

]0,T ]

es|zs|
2 d[M ]s

]
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where we have used the Burkholder–Davis–Gundy inequality similarly as in (3.6) and thus the
constant c1 is independent of L, α and β. By combining (3.13) and (3.14), we obtain

3

4
E

[
sup

t∈[0,T ]

et|yt|
2

]
≤ (1 + 4c21)E[J(w)],

which in turn implies that

3

4
E

[
sup

t∈[0,T ]

et|yt|
2

]
≤ αL2(1 + 4c21)E

[ ∫

]0,T ]

es|ws|
2dAs

]

≤ αL2(1 + 4c21)E

[
AT sup

t∈[0,T ]

et|wt|
2

]
≤ αcAL

2(1 + 4c21)E

[
sup

t∈[0,T ]

et|wt|
2

]

since AT ≤ cA. Consequently, for all w′, w′′ ∈ S2
β(F),

||Φ(w′) − Φ(w′′)||2S2
β(F)

≤
4

3
αcAL

2(1 + 4c21) ||w
′ − w′′||2S2

β(F)
= γ||w′ − w′′||2S2

β(F)
.

We conclude that Φ is a contraction when β > α−1 and α > 0 is such that γ < 1, that is, when
α < 3

4c
−1
A L−2(1 + 4c21)

−1 and β > α−1. Then, from the Banach theorem, there exists a unique fixed
point of the mapping Φ : S2

β(F) → S2
β(F). This shows that the GBSDE (3.9) has a unique solution

when the inequality AT ≤ cA holds.

In the next proposition we relax the assumption that the driver A is bounded and we work
instead under Assumption 2.1 (iii) that A is a square-integrable process. However, since the method
of proof hinges on the comparison property we need to assume that the generator is nonnegative.

Proposition 3.5. Let Assumptions 2.1 and 3.1 hold and the function g(ω, t, ·) be nonnegative and
nonincreasing for every (ω, t) ∈ Ω × [0, T ]. Then the GBSDE

Yt = ξT −

∫

]t,T ]

Zs dMs +

∫

]t,T ]

g(s, Ys) dAs (3.15)

has a unique solution (Y, Z) in S2(F) ×H2(M).

Proof. Define the sequence An := A ∧ n of continuous, nondecreasing, bounded processes so that
cAn = n for every n ∈ N. We will use the comparison property for solutions to the GBSDE in order
to obtain a solution to (3.15) with A as a limit of solutions to (3.9) with A replaced by An.

We already know from Proposition 3.4 that for every n ∈ N the GBSDE

Y n
t = ξT −

∫

]t,T ]

Zn
s dMs +

∫

]t,T ]

g(s, Y n
s ) dAn

s (3.16)

has a unique solution (Y n, Zn) ∈ S2(F)×H2(M). To complete the proof, we will show the following
assertions:
(a) the sequence (Y n)n∈N is increasing, in the sense that Y n+1 ≥ Y n for every n ∈ N;
(b) there exists a constant c independent of n such that

E

[
sup

t∈[0,T ]

et|Y
n
t |2 +

∫

]0,T ]

es|Z
n
s |

2 d[M ]s

]
≤ cE

[
eT |ξT |

2 + α

∫

]0,T ]

es|g(s, 0)|2 dAn
s

]
, (3.17)

(c) the limit (Y, Z) = limn→∞(Y n, Zn) in S2(F)×H2(M) is a unique solution to the GBSDE (3.9).

(a) To establish the claimed comparison property Y n+1 ≥ Y n, we fix n and we apply the method

from the proof of Proposition 3.1 to the pair Y and Ỹ where Y := Y n+1 and Ỹ := Y n. We set
ξ = η = ξT and g = h and we define

Ut := Gt(Y ) =

∫

]0,t]

g(s, Ys) dA
n+1
s , Ũt := Ht(Ỹ ) =

∫

]0,t]

g(s, Ỹs) dA
n
s .
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Then we have that

Vt := Ut − Ũt = Gt(Y ) −Ht(Ỹ ) = (Gt(Y ) −Gt(Ỹ )) + (Gt(Ỹ ) −Ht(Ỹ ))

=

∫

]0,t]

(g(s, Ys) − g(s, Ỹs)) dA
n+1
s +

∫

]0,t]

g(s, Ỹs) d(An+1
s −An

s ).

Since the generator g(ω, t, y) is assumed to be nonnegative and nonincreasing in y and the process
An+1 −An is nondecreasing, the continuous and F-adapted process 1EV is nondecreasing on Jτ, νK
where the event E and the stopping times τ and ν are defined as in the proof of Proposition 3.1.
To complete the proof of the proposition, it now suffices to check that all other arguments from the
proof of Proposition 3.1 are still valid.

(b) An inspection of the proof of Proposition 3.2 shows that the constants c =
7+16c21

3 and c1 are
independent of the process A and thus assertion (b) is valid.

(c) The uniqueness of a solution to (3.15) has already been established in Proposition 3.1 and thus it
remains to show that (Y, Z) = limn→∞(Y n, Zn) is well defined in S2(F) ×H2(M) and is a solution
to the GBSDE (3.15).

First, we note that the sequence (Y n)n∈N converges increasingly to a process Y . From inequality
(3.17), there exists a constant c independent of n such that ||Y n||S2

β(F)
≤ c since, by assumption, ξT is

square-integrable and E
[ ∫

]0,T ]
|g(s, 0)|2 dAs

]
< ∞. Hence we deduce that limn→∞ ||Y n−Y ||2

S2
β(F)

=

0, which means that (Y n)n∈N converges to Y in the space S2
β(F). Consequently, the sequence

(Y n)n∈N is a Cauchy sequence in S2
β(F).

Second, we will demonstrate the convergence of the sequence (Zn)n∈N. For every n,m ∈ N such
that n ≥ m, we observe that

kn,mt :=

∫

]0,t]

g(s, Y n
s ) dAn

s −

∫

]0,t]

g(s, Y m
s ) dAm

s

≤

∫

]0,t]

∣∣g(s, Y n
s ) − g(s, Y m

s )
∣∣ dAn

s

≤

∫

]0,t]

L|Y n
s − Y m

s | dAn
s = L

∫

]0,t]

|ys| dA
n
s

where we denote yt = yn,mt := Y n
t − Y m

t ≥ 0. Let us set zt = zn,mt := Zn
t − Zm

t . By applying the
Itô formula to ent |yt|

2 where ent := eβA
n
t and the Young inequality with α > 0, we obtain

ent |yt|
2 +

∫

]t,T ]

ens |zs|
2 d[M ]s = −β

∫

]t,T ]

ens |ys|
2 dAn

s + 2

∫

]t,T ]

ens ys dk
n,m
s − 2

∫

]t,T ]

ens ys−zs dMs

≤ −β

∫

]t,T ]

ens |ys|
2 dAn

s +
1

α

∫

]t,T ]

ens |ys|
2 dAn

s + L2α

∫

]t,T ]

ens |ys|
2 dAn

s − 2

∫

]t,T ]

ens ys−zs dMs

≤ αL2

∫

]t,T ]

ens |ys|
2 dAn

s − 2

∫

]t,T ]

ens ys−zs dMs

where we have assumed that β > α−1. By setting t = 0 and taking the expectation, we obtain

E

[ ∫

]0,T ]

ens |zs|
2 d[M ]s

]
≤ L2

E

[ ∫

]0,T ]

ens |ys|
2 dAn

s

]
. (3.18)

Consequently,

||Zn − Zm||2H2(M) = E

[ ∫

]0,T ]

|Zn
s − Zm

s |2 d[M ]s

]
≤ E

[ ∫

]0,T ]

ens |Z
n
s − Zm

s |2 d[M ]s

]

≤ αL2
E

[ ∫

]0,T ]

ens |Y
n − Y m|2 dAn

s

]
= αL2nenβT ||Y n − Y m||2S2(F).
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Since (Y nk)k∈N is a convergent sequence, there exists a further subsequence (Zmk)k∈N such that

∞∑

k=1

||Zmk+1 − Zmk ||H2(M) < ∞,

which shows that (Zmk)k∈N is a Cauchy sequence in the space H2(M) so that it converges in H2(M)
to a limit Z. It is now easy to conclude that the pair (Y, Z) ∈ S2(F) ×H2(M) is a unique solution
to the GBSDE (3.15).

It is worth noting that if the generator satisfies the assumption of Proposition 3.5 and is bounded
so that |g| ≤ cg for some constant cg, then the sequence (Kn)n∈N of increasing processes given by

Kn
t :=

∫

]0,t]

g(s, Y n
s ) dAn

s

converges to the increasing process K, which equals

Kt :=

∫

]0,t]

g(s, Ys) dAs

and the convergence is uniform in t, for almost all ω. We have

∣∣Kt −Kn
t

∣∣ =

∣∣∣∣
∫

]0,t]

g(s, Ys) dAs −

∫

]0,t]

g(s, Y n
s ) dAn

s

∣∣∣∣

≤

∣∣∣∣
∫

]0,t]

g(s, Ys) dAs −

∫

]0,t]

g(s, Y n
s ) dAs

∣∣∣∣ +

∣∣∣∣
∫

]0,t]

g(s, Y n
s ) dAs −

∫

]0,t]

g(s, Y n
s ) dAn

s

∣∣∣∣

≤ L

∫

]0,t]

∣∣Ys − Y n
s

∣∣ dAs + cgL
(
AT −An

T

)

and thus

sup
t∈[0,T ]

∣∣Kt −Kn
t

∣∣ ≤ L

∫

]0,T ]

∣∣Ys − Y n
s

∣∣ dAs + cgL
(
AT −An

T

)

≤ LAT sup
t∈[0,T ]

∣∣Yt − Y n
t

∣∣ + cgL
(
AT −An

T

)
,

which entails that supt∈[0,T ] |Kt −Kn
t | converges to 0 almost surely when n tends to ∞.

Corollary 3.2. Let Assumptions 2.1 and 3.1 hold and η be an F-optional and bounded process.
Then for every n ∈ N the GBSDE

Y n
t = ξT −

∫

]t,T ]

Zn
s dMs +

∫

]t,T ]

n(ηs − Y n
s )+ dAs (3.19)

has a unique solution (Y n, Zn) in S2(F) × H2(M) and the inequality Y n+1 ≥ Y n is satisfied for
every n ∈ N.

Proof. The first assertion is an immediate consequence of Proposition 3.5. To show that Y n+1 ≥ Y n,
we observe that it suffices to take g(t, y) := (n+ 1)(ηt− y)+ and h(t, y) := n(ηt− y)+ in Proposition
3.1 (see also Corollary 3.1).

It is worth noting that since Y n ≤ Y n+1 there exists a process Y such that Y n ր Y . Furthermore,
by the monotone convergence theorem and Proposition 3.2, if the process A is bounded then there
exists a constant c such that

E

[
sup

0≤t≤T
|Yt|

2

]
≤ c.
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3.4 Penalization Scheme for a Generalized BSDE

To examine the penalization scheme for the generalized BSDE, we define S := Sr ∪ {T } where
Sr = Sr(A) is the right support of the driver A. Recall that the right support of a nondecreasing
process A is given by Sr(A) := {t ∈ R+ : ∀ ε > 0 At+ε −At > 0}. Furthermore, we denote by T (F)
the class of all F-stopping times τ taking values in [0, T ] and such that P(τ ∈ S) = 1. Similarly,
T t,T (F) is the set of F-stopping times from T (F) such that P(τ ∈ S ∩ [t, T ]) = 1.

Before proceeding to the penalization scheme, we present the following auxiliary result, which is
an extension of Lemma 6.1 in [15].

Lemma 3.1. Let η be an F-optional, bounded and right-continuous process. Then for any stopping
time ν ∈ T (F) we have

lim
n→∞

[
ξT Eν,T (−An) + (1Kν,T KηEν,·(−An) • An)T

]
= ξT1{ν=T} + ην1{ν<T}

where An := nA.

Proof. Since An
ν −An

T = 0 on the event {ν = T } we have

lim
n→∞

Eν,T (−An) = lim
n→∞

eA
n
ν−An

T = 1{ν=T}.

Since ν takes values in the right support we have that An
T − Γ̃ν > 0 on the event {ν < T } and thus

limn→∞(An
ν −An

T ) = −∞. We claim that, on the event {ν < T },

lim
n→∞

∫

Kν,T K

ηse
An

ν−An
s dΓ̃n

s = ην1{ν<T} (3.20)

since the sequence of bounded and positive measures µn := 1Kν,T Ke
An

ν−An
s dAn

s , n ∈ N converges to
the Dirac measure at ν on the event {ν < T }, that is, to the measure µ := 1{ν<T}δν . Equality (3.20)
can be formally established using the time change on [0, T ] generated by A. To this end, we define
the increasing, right-continuous process C by Cs = inf{t ∈ R+ : At > s}. Then an application of
the time change formula (see, e.g., Chapter 0 in Revuz and Yor [42]) gives

∫

Kν,T K

ηse
An

ν−An
s dAn

s =

∫

Kν,T K

ηsne
n(Aν−As) dAs

=

∫ ∞

0

1{ν<Cs≤T}ηCsne
n(Aν−s) ds

where to obtain the second equality, we have used the equality ACs = s, which holds since A is a
continuous process. From the fact that {ν < Cs} ⊆ {Aν ≤ s} and the change of variable u = s−Aν

we obtain
∫ ∞

0

1{ν<Cs≤T}ηCsne
n(Aν−s) ds =

∫ ∞

0

1{ν<CAν+u≤T}ηCAν+une
−nu du

= EX

[
1{ν<CAν+X/n

≤T}ηCAν+X/n

]

where in the last equality we have used the observation that ne−nu, u > 0 is the density of 1
nX

where X ∼ exp(1) and is independent of G∞.

Since on the event {ν < T }, the stopping time ν takes values in the right support of A and
ν < ν + X/n, we deduce that Aν+X/n ≥ Aν+X/(n+1) > Aν for a sufficiently large n ∈ N. This
observation, together with the right-continuity of the processes η, C and A, allows us to conclude
that

lim
n→∞

EX

[
1{ν<CAν+X/n≤T}ηCAν+X/n

]
= 1{ν≤CAν<T}ηCAν

.

Finally, since on {ν < T } the stopping time ν takes values in the right support of A we have
CAν = inf{s : As > Aν} = ν, which allows us to conclude that 1{ν≤CAν<T}ηCAν

= 1{ν<T}ην .
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Theorem 3.1. Let Assumptions 2.1 and 3.1 hold, ξT be bounded, and η be an F-optional, bounded,
nonnegative, and right-continuous process. Consider the sequence of unique solutions (Y n, Zn) ∈
S2(F) ×H2(M) to the generalized BSDE

Y n
t = ξT −

∫

]t,T ]

Zn
s dMs +

∫

]t,T ]

n(ηs − Y n
s )+ dAs. (3.21)

Then the sequence Y n is increasing and converges almost surely to the process V , which satisfies,
for every t ∈ [0, T ],

Vt = ess sup
τ∈T t,T (F)

E
[
ξT1{τ=T} + ητ1{τ<T} | Ft

]
. (3.22)

Proof. It is known from Proposition 3.5 that the generalized BSDE (3.21) has a unique solution
(Y n, Zn) in S2(F)×H2(M). We note that the sequence Y n of processes is monotonically increasing
as n → ∞ (see Corollary 3.2) and the limit Y = limn→∞ Y n is well defined.

Step 1. Our first goal is to show that the càdlàg, F-adapted process Y n satisfies, for every n ∈ N

and all t ∈ [0, T ],

Y n
t = ess sup

τ∈T t,T (F)

E
[
ξT1{τ=T} + (ητ ∧ Y n

τ )1{τ<T} | Ft

]
. (3.23)

For a fixed n ∈ N, we set γn
t := ξT1{t=T} + (ηt ∧ Y n

t )1{t<T} and we observe that

γn
t = (ξT ∧ Y n

T )1{t=T} + (ηt ∧ Y n
t )1{t<T} ≤ Y n

t .

Furthermore, the GBSDE (3.21) can be represented as

Y n
t = ξT −

∫

]t,T ]

Zn
s dMs + Kn

T −Kn
t (3.24)

where the F-adapted, continuous, nondecreasing process Kn is given by

Kn
t :=

∫

]0,t]

n(ηs − Y n
s )+ dAs.

Recall that we assumed that η (and hence also γn) is a right-continuous process. We claim that
(3.23) is valid, that is, for every t ∈ [0, T ],

Y n
t = ess sup

τ∈T t,T (F)

E
[
γn
τ | Ft

]
. (3.25)

Equality (3.25) is obvious for t = T so it suffices to consider any t < T . We have, for any τ ∈ T t,T (F),

Y n
t = E

[
Y n
τ + Kn

τ −Kn
t | Ft

]
≥ E

[
Y n
τ | Ft

]
≥ E

[
γn
τ | Ft

]
,

which implies that Y n
t ≥ ess supτ∈T t,T (F) E

[
γn
τ | Ft

]
.

For the converse inequality, we define the stopping time τt := inf{s ∈ [t, T ] |Kn
s −Kn

t > 0}, which
belongs to T t,T (F), and we observe that Kn

τt −Kn
t = 0 due to the continuity of Kn. Furthermore, on

the event {τt < T } we have Kn
s > Kn

τt on Kτt, T K, which entails the inequality lim supu↓τt(ηu−Y n
u ) ≥ 0

and thus, since the processes η and Y n are right-continuous, we conclude that ητt − Y n
τt ≥ 0, which

in turn implies that Y n
τt = γn

τt . On the event {τt = T } we have that Kn
τt −Kn

t = Kn
T −Kn

t = 0 and
Y n
τt = γn

τt . From (3.24), we now get

Y n
t = Y n

τt −

∫

Kt,τtK

Zn
s dMs = γn

τt −

∫

Kt,τtK

Zn
s dMs = E

[
γn
τt | Ft

]
,

which leads to the inequality Y n
t ≤ ess supτ∈T t,T (F) E

[
γn
τ | Ft

]
since τt ∈ T t,T (F). We conclude that

equality (3.25) (or, equivalently, (3.23)) holds.
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Step 2. We set γt := ξT1{t=T} + ηt1{t<T} and we show that limn→∞ Y n
t = Vt where

Vt := ess sup
ν∈T t,T (F)

E
[
γν | Ft

]
. (3.26)

It follows from (3.23) and (3.26) that Y n ≤ V and Y n ↑ Y ≤ V where the F-optional process Y is
given by Y = limn→+∞ Y n. Furthermore, it is clear that the process Y is nonnegative and belongs
to S2(F) since it is dominated by the process V belonging to S2(F).

It is clear that YT = ξT = γT and thus it suffices to show that Yν1{ν<T} ≥ ην1{ν<T} for any

F-stopping time ν taking values in S. From the monotone convergence theorem and the comparison
property established in Proposition 3.1 we obtain, for every 0 ≤ τ ≤ ν ≤ T ,

E
[
Yν | Fτ

]
= lim

n→∞
E
[
Y n
ν | Fτ

]
≤ lim

n→∞
Y n
τ = Yτ .

Using the fact that V is bounded, we deduce that Y is a bounded strong supermartingale and, as a
consequence of Theorem 2 in Mertens [35] (or, more specifically, the Lemma on page 51 of [35]), we
have Y ≥ Y+. Next, from the form of Y n we have, for every τ ∈ T (F),

1

n
E[Y n

τ ] =
1

n
E[ξT ] + E

[ ∫

Kτ,T K

(ηs − Y n
s )+ dAs

]
.

By letting n go to ∞ and applying the dominated convergence theorem, we obtain the equality∫
Kτ,T K(ηs − Ys)

+ dAs = 0. We claim that the last equality implies that Yν1{ν<T} ≥ ην1{ν<T} for

all ν ∈ T (F). Suppose, on the contrary, that there exists a stopping time ν ∈ T (F) such that
the event E = {ην > Yν ≥ Yν+} ∩ {ν < T } has a positive probability. Then we deduce from the
right-continuity of η that there exists ε, which may depend on ω ∈ E, such that ηt − Yt > 0 for
all t ∈ Jν, ν + εK ∩ Jν, T K. However, since ν ∈ T (F), we deduce that Aν+ε − Aν > 0 for almost
every ω ∈ E and this contradicts the equality

∫
Kν,T K(ηs − Ys)

+ dAs = 0. We this conclude that Y

dominates γ on S.

Finally, by using the fact that the essential supremum and conditional expectation can be in-
terchanged, we can conclude that V is the smallest strong supermartingale dominating γ on S(A),
which in turn implies that, for every t ∈ [0, T ],

Yt ≥ ess sup
ν∈T t,T (F)

E
[
γν | Ft

]
= Vt,

as was required to show.

4 Reflected Generalized BSDEs

Our next goal is to study reflected generalized BSDEs (reflected GBSDEs or, simply, RGBSDEs)
with a lower obstacle given by a predetermined bounded and F-optional process ζ. It is known that
if the process ζ is bounded and F-optional, then the process ζ̄ given by ζ̄t := lim sups↑t, s<t ζt for all
t ∈]0, T ] is known to be F-predictable and left-upper-semicontinuous (see, e.g., [22] or Theorem 90
on page 225 in [6]). The process ζ̄ is called the left-upper-semicontinuous envelope of ζ.

Recall that by K (resp., K) we denote the class of all càdlàg, nondecreasing, F-predictable (resp.,
làdlàg, nondecreasing, F-predictable) processes and T (F) (resp., T p(F)) stands for the class of all F-
stopping times (resp., F-predictable stopping times) τ taking values in [0, T ]. The following definition
is consistent with the classical case where M = W is a Brownian motion and the driver At = t for
every t ∈ [0, T ].

Definition 4.1. A triplet (Y, Z,K) is a solution to the reflected generalized BSDE with data
(M,A, g, ζ) if Y is an F-adapted, làdlàg process, Z is an F-predictable process, K is a nondecreasing,
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F-predictable, làdlàg process, and the following conditions are met





Yτ = ζT −
∫

Kτ,T K Zs dMs +
∫

Kτ,T K g(s, Ys) dAs + KT −Kτ , ∀ τ ∈ T (F),

Yt ≥ ζt, ∀ t ∈ [0, T ],
(
1{Y−>ζ̄} • Kc

)
T

= 0,

(Yτ− − ζ̄τ )∆Kd
τ = 0, ∀ τ ∈ T p(F), (Yτ − ζτ )∆+Kg

τ = 0, ∀ τ ∈ T (F),

(4.1)

where the Itô integral
∫
]0,t] Zs dMs is a martingale and the integral

∫
]0,t] g(s, Ys) dAs is an F-adapted,

continuous process of finite variation.

Our first goal is to establish in Section 4.1 two variants of the comparison theorem for a reflected
GBSDE and obtain in Section 4.2 some useful a priori estimates. Subsequently, we will study in
Section 4.3 the existence and uniqueness of a solution (Y, Z,K) to the RGBSDE (4.1) in the space
S2(F) × H2(M) × K. Finally, for a given F-optional and bounded process η we will consider in
Section 4.4 the sequences of penalized RGBSDEs

Y n
τ = ζT −

∫

Kτ,T K

Zn
s dMs +

∫

Kτ,T K

n(Y n
s − ηs)

+ dAs + Kn
T −Kn

τ

and

Ỹ n
τ = ζT −

∫

Kτ,T K

Z̃n
s dMs −

∫

Kτ,T K

n(Ỹ n
s − ηs)

+ dAs + K̃n
T − K̃n

τ

with the lower obstacle ζ and we will examine the limits Y := limn→∞ Y n and Ỹ := limn→∞ Ỹ n.
It will be shown that the process Y (resp. the process Ỹ ) can be interpreted as the value process of
a particular optimal stopping problem (resp., a Dynkin game) where the right support of the driver
A plays an important role in the specification of the respective reward process.

4.1 Comparison Theorems for a Reflected GBSDE

We aim to show that the comparison property of Proposition 3.1 can be extended from a GBSDE to
the case of a reflected GBSDE. The first variant of the comparison theorem for a reflected GBSDE
is established under an additional assumption that the filtration F is quasi-left-continuous so that
the martingale M does not jump at any F-predictable stopping time.

Proposition 4.1. Suppose that the filtration F is quasi-left-continuous. Let the mappings g, h :
Ω × [0, T ] × R → R be such that the reflected GBSDEs with the lower obstacles ζ and ζ̃

Yτ = ζT −

∫

Kτ,T K

Zs dMs +

∫

Kτ,T K

g(s, Ys) dAs + KT −Kτ

and

Ỹτ = ζ̃T −

∫

Kτ,T K

Z̃s dMs +

∫

Kτ,T K

h(s, Ỹs) dAs + K̃T − K̃τ

have solutions (Y, Z,K) and (Ỹ , Z̃, K̃), respectively. If ζ ≥ ζ̃ and the functions g and h satisfy the
following conditions:
(i) g(ω, t, y) ≥ h(ω, t, y) for every (ω, t, y) ∈ Ω × [0, T ] × R,
(ii) g(ω, t, ·) is a nonincreasing function for every (ω, t) ∈ Ω × [0, T ],

then the inequality Y ≥ Ỹ is valid.

Proof. We will extend the proof of Proposition 3.1. It is important to observe that the processes
Y and Ỹ introduced in the statement of Proposition 4.1 are làdlàg whereas they were càdlàg in
Proposition 3.1, For a fixed ε > 0, we define the F-stopping time τε := inf {t ≥ 0 : Yt ≤ Ỹt − ε}
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where, by convention, inf ∅ = T . As in the proof of Proposition 3.1, we argue that if for all ε > 0
we have P(τε = T ) = 1, then the asserted inequality Y ≥ Ỹ holds.

Let us now assume that the inequality Y ≥ Ỹ does not hold. Then there exists ε > 0 such that
P(τε < T ) > 0. We fix ε and we denote E := {τε < T } ∈ Fτε . Next, we define τ := τε1E + T1Ec

so that {τ < T } = {τε < T } ∈ Fτ .

Step 1. We start by showing that the inequality Yτ+ < Ỹτ+ holds on E. To this end, let us consider

any event ω from E. We have that either (a.1) Yτ ≤ Ỹτ − ε so that Yτ < Ỹτ or (a.2) Yτ > Ỹτ − ε

but Yτ+ ≤ Ỹτ+ − ε so that Yτ+ < Ỹτ+, which is the desired inequality.

Hence it remains to show that in case (a.1) we also have that Yτ+ < Ỹτ+. To this end, we first

observe that Ỹτ > Ỹτ − ε > Yτ ≥ ζτ ≥ ζ̃τ and thus the process K̃ is right-continuous at τ (from the

respective Skorokhod condition), which in turn implies that Ỹ is right-continuous at τ . Recall that

Yτ = ζτ ∨ Yτ+. If Yτ > ζτ , then Y is also right-continuous at τ and thus Ỹτ+ = Ỹτ > Yτ = Yτ+.

Finally, if Yτ = ζτ , then Yτ+ ≤ ζτ and thus Ỹτ+ = Ỹτ > ζτ ≥ Yτ+.

We have thus shown that the inequality Yτ+ > Ỹτ+ holds on E, for almost all ω. Then we

define the F-stopping time ν := inf {t ≥ τ : Yt ≥ Ỹt} and we note that ν ≤ T since, by assumption,

YT = ζT ≥ ζ̃T = ỸT . Since Yτ+ > Ỹτ+ on E it is clear that the interval Kτ, νK is nonempty on the
event E = {τ < T } ∈ Fτ . It is also worth noting that E belongs also to Fν− since τ < ν on E (see
Proposition 2.4 in Nikeghbali [36]).

Step 2. Our next goal is to show that the inequality Yν ≥ Ỹν is satisfied. It manifestly holds on the
event ν = T and thus it suffices to shown that it is valid on {ν < T } as well. If Yν ≥ Ỹν , then the

desired inequality manifestly holds and thus it suffices to examine the event {Yν < Ỹν , Yν+ ≥ Ỹν+}.
We will show by contradiction that the probability of that event is null. Since Yν = ζν ∨ Yν+ it
suffices to consider two cases: (b.1) Yν > Yν+ and (b.2) Yν = Yν+.

In case (b.1), we have Yν = ζν and thus Ỹν > Yν = ζν ≥ ζ̃ν . This implies that Ỹ is right-

continuous at ν, which in turn yields Ỹν = Ỹν+ > Yν > Yν+ and hence contradicts the assumption

that Yν < Ỹν .

In case (b.2), we have Yν = Yν+ and thus Ỹν > Yν = Yν+ ≥ Ỹν+, which implies Ỹν = ζ̃ν > Yν ≥

ζν . Hence ζ̃ν > ζν , which is a contradiction since, by assumption, the inequality ζ̃ ≤ ζ holds. We
thus see that the inequality Yν ≥ Ỹν is proven.

Step 3. We are now ready to show that if P(E) > 0 then a contradiction arises. From the first step, we
deduce that there exists a sufficiently small constant δ = δ(ε) > 0 such that P(C) := P(τ+δ < ν) > 0

and Yτ+δ < Ỹτ+δ. Hence we define the F-stopping time σ := (τ + δ)1E + T1Ec and we consider the
interval Jσ, νK. We henceforth work on the event E ∈ Fσ. As in Section 3.1 we denote

Gt(Y ) :=

∫

]0,t]

g(s, Ys) dAs, Ht(Ỹ ) :=

∫

]0,t]

h(s, Ỹs) dAs

and we also write U := G(Y ) and Ũ := H(Ỹ ) so that the process U := U − Ũ satisfies

U t = Gt(Y ) −Ht(Ỹ ) = (Gt(Y ) −Gt(Ỹ )) + (Gt(Ỹ ) −Ht(Ỹ )).

Since g(ω, t, y) ≥ h(ω, t, y) for all (ω, t, y) ∈ Ω× [0, T ]×R, the inequality Y < Ỹ holds on Jσ, νJ and
for every (ω, t) ∈ Ω × [0, T ] the function g(ω, t, ·) is nonincreasing, it is easy to check that 1EU is a
continuous and nondecreasing process on Jσ, νK. We observe that on Jσ, νK

Yt − Ỹt = Yν − Ỹν −

∫

Kt,νK

(Zs − Z̃s) dMs + (Kν −Kt) − (K̃ν − K̃ν−) + Uν − U t

where in fact the process K̃ is constant on Jσ, νJ since Ỹ > Y ≥ ζ ≥ ζ̃ on Jσ, νJ and thus K̃t = K̃ν−



Generalized BSDEs and Reflected GBSDEs 19

for t ∈ Jσ, νJ. Consequently,

Yt − Ỹt = Yν − Ỹν + ∆Kν − ∆K̃ν −

∫

Kt,νK

(Zs − Z̃s) dMs + (Kν− −Kt) + Uν − U t. (4.2)

By taking the Fσ-conditional expectation, we obtain

Yσ − Ỹσ ≥ E
[
Yν − Ỹν + ∆Kν − ∆K̃ν | Fσ

]

= E
[
(Yν − Ỹν + ∆Kν)1{∆K̃ν=0} | Fσ

]
+ E

[
(Yν − Ỹν + ∆Kν − ∆K̃ν)1{∆K̃ν>0} | Fσ

]

≥ E
[
(Yν − Ỹν + ∆Kν − ∆K̃ν)1{∆K̃ν>0} | Fσ

]

where in the last inequality we have used the facts that Yν − Ỹν ≥ 0 and ∆Kν ≥ 0. Next, we show
that

E
[
(Yν − Ỹν + ∆Kν − ∆K̃ν)1{∆K̃ν>0} | Fσ

]
= 0.

We first notice that on the event {∆K̃ν > 0}

(Yν − Ỹν + ∆Kν − ∆K̃ν)1{∆K̃ν>0} = (Zν − Z̃ν) ∆Mν1{∆K̃ν>0}

since it is easy to check that Yν− − Ỹν− = 0 on {∆K̃ν > 0}. The filtration F is assumed to be
quasi-left-continuous and thus the equality ∆Mτ = 0 holds for any F-predictable stopping time τ
(see Theorem 5.39 in [26]). Since the process K̃ is strongly F-predictable, by Theorem 3.33 in [26],

the set {∆K̃ > 0} = {∆K̃d > 0} is included in the union of the graphs of a family of F-predictable

stopping times. Hence we can conclude that ∆M1{∆K̃>0} = 0 and thus Yσ ≥ Ỹσ. However,

Yσ − Ỹσ < 0 on E ∈ Fσ and thus Yσ = Ỹσ on E, which contradicts the definition of σ.

In the second variant of the comparison theorem we relax the assumption that the filtration F is
quasi-left-continuous. However, the method of proof requires to postulate that the random variable
AT is bounded, and not merely square-integrable. Finally, we denote the stochastic exponential of
a semimartingale X by E(X) (see Theorem 5.1 in [19]) and we set Es,t(X) = Et(X)/Es(X) for every
s ≤ t.

Proposition 4.2. Suppose that the process A is bounded. Let the mappings g, h : Ω× [0, T ]×R → R

be such that the reflected GBSDEs with the lower obstacles ζ and ζ̃

Yτ = ζT −

∫

Kτ,T K

Zs dMs +

∫

Kτ,T K

g(s, Ys) dAs + KT −Kτ

and

Ỹτ = ζ̃T −

∫

Kτ,T K

Z̃s dMs +

∫

Kτ,T K

h(s, Ỹs) dAs + K̃T − K̃τ

have unique solutions (Y, Z,K) and (Ỹ , Z̃, K̃) in S2(F)×H2(M)×K. Suppose that the functions g
and h satisfy the following conditions:
(i) g(ω, t, y) ≥ h(ω, t, y) for every (ω, t, y) ∈ Ω × [0, T ] × R,
(ii) g(ω, t, ·) is a nonincreasing function for every (ω, t) ∈ Ω × [0, T ].

If the obstacles satisfy ζ ≥ ζ̃ and are right-upper-semicontinuous, then the inequality Y ≥ Ỹ is valid.

Proof. Step 1. We first show that the process Y given by

Yτ = ζT −

∫

Kτ,T K

Zs dMs +

∫

Kτ,T K

g(s, Ys) dAs + KT −Kτ
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is a strong Eg-supermartingale where the nonlinear evaluation Eg (see, e.g., Peng [38, 39]) is defined
through the solution to the GBSDE

Y ′
τ = ζT −

∫

Kτ,T K

Z ′
s dMs +

∫

Kτ,T K

g(s, Y ′
s ) dAs. (4.3)

We fix σ ∈ T (F) and we denote Y s := Ys − Eg
s,σ(Yσ), Z := Z − Z ′ and g := g(·, Y ) − g(·, Y ′). We

define ρ := (g/Y )1{Y 6=0} and we note that the process ρ is clearly bounded since g is a Lipschitz

continuous function in y so that the continuous process Xt :=
∫
]0,t]

ρs dAs is well defined. The

integration by parts formula yields, for every F-stopping times τ ≤ σ,

Eτ,τ (X)Y τ =

∫

Kτ,σK

Eτ,s−(X)gs dAs −

∫

Kτ,σK

Eτ,s(X)ρsY s dAs

+

∫

Kτ,σK

Eτ,s(X) dKr
s +

∫

Jτ,σJ

Eτ,s(X) dKg
s+

−

∫

Kτ,σK

Eτ,s(X)Zs dMs.

Since the processes ρ and A are bounded the stochastic exponential E(X) belongs to S2(F) and
thus, by the Kunita-Watanabe inequality, the stochastic integral with respect to M is a uniformly
integrable martingale. By taking the Fτ -conditional expectation and using the assumption that
gτ = ρτY τ , we obtain

Y τ = Eτ,τ (X)Y τ = E

[ ∫

Kτ,T K

Eτ,s−(X) dKr
s +

∫

Jτ,T J

Eτ,s−(X) dKg
s+

∣∣Fτ

]
≥ 0,

which shows that Y τ ≥ 0 and thus Yτ ≥ Eg
τ,σ(Yσ). We have thus shown that Y is a strong Eg-

supermartingle.

Step 2. Our next goal is to show Y can be characterized as the value process for a nonlinear
optimal stopping problem associated with Eg and ζ. Since Y is a strong Eg-supermartingale and
the nonlinear evaluation Eg has the monotonicity property we have that Yτ ≥ Eg

τ,σ(Yσ) ≥ Eg
τ,σ(ζσ)

for all F-stopping times τ ≤ σ, which in turn implies that

Yτ ≥ sup
σ

Eg
τ,σ(ζσ).

To show the reverse inequality, we fix τ ∈ T (F) and we define the F-stopping time σε
t := inf{s ≥

τ : Ys ≤ ζs + ε}. Since the obstacle ζ is upper-semicontinuous, using similar techniques to those in
Section 4.4, one can show that Yσε

τ
≤ ζσε

τ
+ ε and Y is an Eg-martingale on Jτ, σε

τ K, that is, Y is the
solution to (4.3) on Jτ, σε

τ K with the terminal condition Yσε
τ
. Using first the monotonicity property

of Eg stemming from Proposition 3.1 and then Proposition 3.3 with g1 = g2 = g, we deduce that for
arbitrary ε > 0

Yτ = Eg
τ,σε

τ
(Yσε

τ
) ≤ Eg

τ,σε
τ
(ζσε

t
+ ε) ≤ Eg

τ,σε
τ
(ζσε

t
) + Cε ≤ sup

σ∈T[τ,T ](F)

Eg
τ,σ(ζσ) + Cε.

We have thus shown that for every τ, σ ∈ T (F)

Yτ = sup
σ∈T[τ,T ](F)

Eg
τ,σ(ζσ),

which means that Y is the value process for a nonlinear optimal stopping problem associated with
the nonlinear evaluation Eg and the reward process ζ.

Step 3. Suppose that h ≤ g and the mapping g is nondecreasing in y. Then from the comparison
property of solutions to a GBSDE established in Proposition 3.1, we obtain for every τ ≤ σ,

Eh
τ,σ(ζ̃σ) ≤ Eg

τ,σ(ζσ)

and the assertion now follows by taking the supremum over all stopping times from T (F).
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Let the mappings f, f̃ : Ω × [0, T ] × R → R+ be given by f(t, y) = (ηt − y)+ and f̃(t, y) =
−(y − ηt)

+, respectively, where η is a predetermined F-optional process. If we set g(t, y) = nf(t, y)
and h(t, y) = (n + 1)f(t, y) for n ∈ N then g and h are nonnegative functions nonincreasing in y.
Notice that g̃(t, y) = nf̃(t, y) and h̃(t, y) = (n + 1)f̃(t, y) are nonpositive and nonincreasing in y.
Then we have the following corollary to Proposition 4.1.

Corollary 4.1. Assume that the mapping f : Ω × [0, T ] × R → R+ is nonnegative (resp., nonpos-
itive) and such that f(t, ·) is nonincreasing, for every t ∈ [0, T ]. For every n ∈ N, let the triplet
(Y n, Zn,Kn) be a unique solution to the reflected GBSDE

Y n
τ = ζT −

∫

Kτ,T K

Zn
s dMs +

∫

Kτ,T K

nf(s, Y n
s ) dAs + Kn

T −Kn
τ (4.4)

with the lower obstacle ζ. Then the inequality Y n+1 ≥ Y n (resp., Ỹ n+1 ≤ Ỹ n) holds for every
n ∈ N.

Proof. It suffices to apply Proposition 4.1 to g(t, y) = nf(t, y) and h(t, y) = (n + 1)f(t, y) where f
is nonnegative (resp., nonpositive). It is obvious that g is a nonincreasing function and h(ω, t, y) ≥
g(ω, t, y) (resp., g(ω, t, y) ≥ h(ω, t, y)) since g is a nonnegative (resp., nonpositive) function. Hence

Proposition 4.1 implies that Y n+1 ≥ Y n for every n ∈ N (resp., Ỹ n+1 ≤ Ỹ n where (Ỹ n, Z̃n, K̃n) is
a solution to (4.4) with the generator nf̃(s, Y n

s )).

4.2 A Priori Estimates for Solutions to a Reflected GBSDE

We first deal with a priori estimates for solutions to the reflected GBSDE.

Proposition 4.3. Let (Y i, Zi,Ki) ∈ S2(F) ×H2(M) × K for i = 1, 2 be a solution to the reflected
GBSDE (4.1) with data (M,A, gi, ζ) for i = 1, 2, respectively, where the processes A and ζ are
bounded. Then for every β > 0 there exists a constant c > 0 such that the processes Y = Y 1 − Y 2

and Z = Z1 − Z2 satisfy

E

[
sup

t∈[0,T ]

et|Yt|
2 +

∫

]0,T ]

es|Zs|
2 d[M ]s

]
≤ cE

[ ∫

]0,T ]

es|ḡs|
2 dAs

]
(4.5)

where et := eβAt and ĝs := g1(s, Y 1
s ) − g2(s, Y 2

s ).

Proof. The proof is similar to the proof of Proposition 3.2. Since β > 0 we have that det := βet dAt

and 1 ≤ et ≤ eβcA for every t ∈ [0, T ]. Denote K = K1 − K2 and recall that K has a unique
decomposition K = Kr + Kg where Kr is an F-adapted, càdlàg, nondecreasing process of finite
variation and Kg is an F-adapted, càglàd, purely discontinuous, nondecreasing process of finite
variation. Hence we obtain

Yτ =

∫

Kτ,T K

ḡs dAs −

∫

Kτ,T K

Zs dMs + Kr
T −Kr

τ + Kg
T −Kg

τ .

By applying the Gal’čuk-Lenglart formula (see, e.g., Theorem 8.2 in Gal’čuk [17]) to et|Yt|2 and the
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Young inequality with a constant α > 0, we obtain

et|Yt|
2 +

∫

]t,T ]

es|Zs|
2 d[M ]s

= −β

∫

]t,T ]

es|Ys|
2 dAs + 2

∫

]t,T ]

esYsḡs dAs − 2

∫

]t,T ]

esYs−Zs dMs + 2

∫

]t,T ]

esYs− dKr
s

+ 2

∫

[t,T [

esYs dK
g
s+ −

∑

t<s≤T

es(Ys − Ys−)2 −
∑

t≤s<T

es(Ys+ − Ys)
2 (4.6)

≤ (α−1 − β)

∫

]t,T ]

es|Ys|
2 dAs + α

∫

]t,T ]

es|ḡs|
2 dAs − 2

∫

]t,T ]

esYs−Zs dMs + 2

∫

]t,T ]

esYs− dKr
s

+ 2

∫

[t,T [

esYs dK
g
s+ −

∑

t<s≤T

es(Ys − Ys−)2 −
∑

t≤s<T

es(Ys+ − Ys)
2.

Next we show that
∫
]t,T ]

esYs− dKr
s ≤ 0 and

∫
[t,T [

esYs dK
g
s+ ≤ 0 for every t ∈ [0, T ]. We note that

Kr = (K1,c − K2,c) + (K1,d − K2,d). From the Skorokhod conditions in (4.1) we obtain, for all
s ∈ [0, T ],

Ys dK
1,c
s = (Y 1

s − ζs) dK
1,c
s − (Y 2

s − ζs) dK
1,c
s

≤ (Y 1
s − ζ̄s) dK

1,c
s − (Y 2

s − ζs) dK
1,c
s = −(Y 2

s − ζs) dK
1,c
s ≤ 0

where the last inequality holds since the process Kc is nondecreasing. By symmetry, we obtain
Ys dK

2,c
s ≥ 0. Furthermore, for any s ∈ [0, T ],

Ys−∆K1,d
s = (Y 1

s− − ζs)∆K1,d
s − (Y 2

s− − ζs)∆K1,d
s

≤ (Y 1
s− − ζ̄s)∆K1,d

s − (Y 2
s− − ζs)∆K1,d

s = −(Y 2
s− − ζs)∆K1,d

s ≤ 0

and Ys−∆K2,d
s ≥ 0. Similarly,

∫
[t,T [ esYs dK

g
s+ =

∑
t≤s<T esYs∆

+Kg
s for all s ∈ [0, T ]. Note that

Ys∆
+Kg

s = (Y 1
s − Y 2

s )∆+K1,g
s − (Y 1

s − Y 2
s )∆+K2,g

s

and, for all s ∈ [0, T ],

(Y 1
s − Y 2

s )∆+K1,g
s = (Y 1

s − ζs)∆
+K1,g

s − (Y 2
s − ζs)∆

+K1,g
s = −(Y 2

s − ζs)∆
+K1,g

s ≤ 0

and (Y 1
s − Y 2

s )∆+K2,g
s ≥ 0. Hence (4.6) gives, for any β > α−1 and t ∈ [0, T ],

et|Yt|
2 +

∫

]t,T ]

es|Zs|
2 d[M ]s ≤ α

∫

]t,T ]

es|ḡs|
2 dAs − 2

∫

]t,T ]

esYs−Zs dMs (4.7)

and thus, by taking the expectation on both sides, we obtain

E

[ ∫

]t,T ]

es|Zs|
2 d[M ]s

]
≤ αE

[ ∫

]t,T ]

es|ḡs|
2 dAs

]
. (4.8)

In addition, taking the essential supremum and expectation in (4.7) gives

E

[
ess sup
τ∈T (F)

eτ |Yτ |
2

]
≤ E

[
α

∫

]0,T ]

es|ḡs|
2 dAs

]
+ 2E

[
ess sup
τ∈T (F)

∣∣∣
∫

]0,τ ]

eτYτ−Zτ dMτ

∣∣∣
]
. (4.9)

An application of the Burkholder–Davis–Gundy inequality with p = 1 similar to (3.6) yields

2E

[
ess sup
τ∈T (F)

∣∣∣
∫

]0,τ ]

esYs−Zs dMs

∣∣∣
]
≤

1

4
E

[
ess sup
τ∈T (F)

eτ |Yτ |
2

]
+ 4c21 E

[ ∫

]0,T ]

es|Zs|
2 d[M ]s

]
(4.10)
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where the constant c1 is independent of α, β and the last inequality holds since 2ab ≤ a2 + b2 for all
real numbers a, b. By combining (4.8), (4.9) and (4.10), we obtain

3

4
E

[
ess sup
τ∈T (F)

eτ |Yτ |
2

]
≤ (1 + 4c21)αE

[ ∫

]0,T ]

es|ḡs|
2 dAs

]

and, finally,

E

[
ess sup
τ∈T (F)

eτ |Yτ |
2 +

∫

]0,T ]

es|Zs|
2 d[M ]s

]
≤ cE

[∫

]0,T ]

es|ḡs|
2 dAs

]

where c =
7+16c21

3 α.

Assume that the generator g1 is Lipschitz continuous with a constant L. Then

|ḡs|
2 = |g1(s, Y 1

s ) − g1(s, Y 2
s ) + g1(s, Y 2

s ) − g2(s, Y 2
s )|2

≤ 2|g1(s, Y 1
s ) − g1(s, Y 2

s )|2 + 2|g1(s, Y 2
s ) − g2(s, Y 2

s )|2

≤ 2L2|Y 1
s − Y 2

s |
2 + 2|ĝs|

2

where we denote ĝs = g1(s, Y 2
s ) − g2(s, Y 2

s ). Consequently, in (4.6) we get

(α−1 − β)

∫

]t,T ]

es|Ys|
2 dAs + α

∫

]t,T ]

es|ḡs|
2 dAs ≤ cα,β,L

∫

]t,T ]

es|Ys|
2 dAs + 2α

∫

]t,T ]

es|ĝs|
2 dAs.

where cα,β,L = (α−1 + 2αL2 − β). Then, by arguing as in the proof of Proposition 4.3, we obtain
the following modification of (4.7), which is valid for every β > α−1 + 2αL2

et|Yt|
2 +

∫

]t,T ]

es|Zs|
2 d[M ]s ≤ α

∫

]t,T ]

es|ĝs|
2 dAs − 2

∫

]t,T ]

esYs−Zs dMs. (4.11)

By taking the conditional expectation of both sides with respect to Ft we get

et|Yt|
2 + E

[ ∫

]0,T ]

es|Zs|
2 d[M ]s

∣∣∣Ft

]
≤ E

[ ∫

]t,T ]

es|ĝs|
2 dAs

∣∣∣Ft

]
,

which holds for a sufficiently large β. If, in addition, an increasing process A is bounded, we obtain
the existence of a constant c such that for all t ∈ [0, T ]

|Yt|
2 ≤ cE

[
sup

s∈[t,T ]

|ĝs|
2
∣∣∣Ft

]
.

In particular, if |g1(s, y)−g2(s, y)| ≤ ε for all (s, y), then supt∈[0,T ] |Y
1
t −Y 2

t | ≤ cε for every t ∈ [0, T ].

4.3 Existence of a Solution to a Reflected GBSDE

We now examine the existence of a solution (Y, Z,K) to the reflected GBSDE (4.1). For brevity,
we only work under the assumption that the driver A is bounded but we conjecture that the proof
can be extended to the case of a non-negative, nondecreasing generator and square-integrable driver
by proceeding analogously to the proof of Proposition 3.5. We first establish the existence and
uniqueness of a solution to the reflected GBSDE (4.1) when the generator g does not depend on Y .

Lemma 4.1. Let Assumptions 2.1 and 3.1 hold and g(s, ω, y) = g(s, ω) := gs be a fixed process. If
the processes A and ζ are bounded, then the reflected GBSDE (4.1) with data (M,A, g, ζ) admits a
unique solution (Y, Z,K) ∈ S2(F) ×H2(M) ×K.
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Proof. For ν ∈ T (F), we first denote

Y (ν) := ess sup
τ∈Tν,T (F)

E

[
ζτ +

∫

Kν,τK

gs dAs

∣∣∣Fν

]
. (4.12)

By the classical aggregation result (see, e.g., Theorem 8.2 in Grigorova et al. [22]) there exists a
làdlàg, right-upper-semicontinuous process Y such that, for all ν ∈ T (F),

Yν = Y (ν) (4.13)

and the process (Yt +
∫
]0,t] gs dAs)t∈[0,T ] is the smallest strong supermartingale that dominates the

process [ζ. +
∫
]0,·] gs dAs].

Step 1. We show that Y ∈ S2(F) is a candidate for the first component in the solution (Y, Z,K) to
the reflected GBSDE (4.1). An application of Jensen’s inequality gives, for all ν ∈ T (F),

|Yν | ≤ ess sup
τ∈Tν,T (F)

E

[∣∣ζτ
∣∣ +

∣∣
∫

Kν,τK

gs dAs

∣∣
∣∣∣Fν

]

≤ E

[
ess sup
τ∈T (F)

|ζτ | +

∫

]0,T ]

|gs| dAs

∣∣∣Fν

]
= E[X | Fν ]

where X := ess supτ∈T (F) |ζτ | +
∫
]0,T ]

|gs| dAs. The Cauchy-Schwarz inequality yields

E[X2] ≤ c ||ζ||2S2(F) + cT E

[ ∫

]0,T ]

|gs|
2 dAs

]

where c > 0 is a positive constant, which may vary from line to line. Since ess supν∈T (F) |Yν |2 ≤

supt∈[0,T ] |E[X | Ft]|2 the Doob martingale inequality in L2 gives

E

[
ess sup
ν∈T (F)

|Yν |
2
]
≤ E

[
sup

t∈[0,T ]

|E[X | Ft]|
2
]
≤ cE[X2] ≤ c ||ζ||2S2(F) + cT E

[ ∫

]0,T ]

|gs|
2 dAs

]

where the penultimate inequality is due to the right-continuity of the process E[X |Ft]t∈[0,T ].

Step 2. We will show that there exists a pair (Z,K) ∈ (H2(M),K) such that (Y, Z,K) satisfies the
reflected GBSDE and ζ is indeed an obstacle. Since (Yt+

∫
]0,t]

gs dAs)t∈[0,T ] is a strong supermartingle

and g satisfies Assumption 3.1 by the Doob-Meyer-Mertens decomposition (see Theorem 2.1) we
obtain

Yt = −

∫

]0,t]

gs dAs + Nt −Kc −Kd −Kg (4.14)

where N = Z • M is a uniformly integrable martingale by the predictable representation property
of M and K = Kc + Kd + Kg is a làdlàg, nondecreasing, F-predictable process satisfying the
Skorokhod conditions in (4.1) (see [14]). Recall that YT = Y (T ) = ζT . From (4.12) and (4.13), we
obtain Yν = Y (ν) ≥ ζν for every ν ∈ T (F). Therefore, by a classical result of Theorem IV.84 in [6],
we conclude that Yt ≥ ζt, 0 ≤ t ≤ T , a.s.

Step 3. Now we establish the uniqueness of a solution to the reflected GBSDE (4.1). Let (Y ′, Z ′)
be another solution to (4.1). By Proposition 4.3 with g1(·) = g2(·) = g, we obtain Y = Y ′ in S2(F)
and Z = Z ′ in H2(M). Then the uniqueness of K follows from the uniqueness of the Doob-Meyer-
Mertens decomposition.

We are in a position to prove the existence and uniqueness of the solution to reflected GBSDE
(4.1) with a general generator g.

Proposition 4.4. Let Assumptions 2.1 and 3.1 hold with a bounded process A and ζ be an F-
optional, nonnegative, bounded process. Then the reflected GBSDE (4.1) with data (M,A, g, ζ)
admits a unique solution (Y, Z,K) ∈ S2(F) ×H2(M) ×K.
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Proof. We will extend the proof of Proposition 3.4. Note that Y ∈ S2(F) in (4.1) is not necessarily
right-continuous and we equipped S2 with the norm ||Y ||2

S2
β(F)

= E[ess supτ∈T (F) eτ |Yτ |2] under which

S2 is still a Banach space. We observe that for β > 0 the norms || · ||S2(F) and || · ||S2
β(F)

are equivalent

on S2(F) and denote S2
β(F) the space S2(F) endowed with the norm || · ||S2

β(F)
. Next we adopt the

Banach fixed point theorem.

Let the mapping Φ : S2
β(F) → S2

β(F) be defined as follows: for any given w ∈ S2
β(F) we set

Φ(w) := Y w where the triplet (Y w, Zw,Kw) is a unique solution to the reflected GBSDE (see
Lemma 4.1)

Y w
t = ζT −

∫

]t,T ]

Zw
s dMs +

∫

]t,T ]

g(s, ws) dAs + Kw
T −Kw

t (4.15)

where Y w ≥ ζ and the fixed generator is independent of Zw.

Our next goal is to demonstrate that there exists a unique process ŵ ∈ S2
β(F) such that Φ(ŵ) = ŵ.

Then the corresponding process ẑ ∈ H2(M) and k̂ ∈ K can be determined by (4.15), that is, we
would obtain

ŵt = ζT −

∫

]t,T ]

ẑs dMs +

∫

]t,T ]

g(s, ŵt) dAs + k̂T − k̂t

with k̂0 = 0 and the nondecreasing process k̂ satisfies the Skorokhod conditions in (4.1). It is clear
that it suffices to show that the mapping Φ : S2

β(F) → S2
β(F) is a contraction for a sufficiently large β.

We take w′, w′′ ∈ S2
β(F) and denote Y w′

= Φ(w′) and Y w′′

= Φ(w′′). For the simplicity of notation,

we write y := Y w′

− Y w′′

= Φ(w′) − Φ(w′′), z := Zw′

−Zw′′

, k := K ′ −K ′′ and w := w′ −w′′. It is
clear from (3.10) that y satisfies the reflected GBSDE

yt = −

∫

]t,T ]

zs dMs +

∫

]t,T ]

(
g(s, w′

s) − g(s, w′′
s )
)
dAs + kT − kt

where |g(s, w′
s) − g(s, w′′

s )| ≤ L|ws| since g(s, ·) is Lipschitz continuous with a constant L. By
applying Proposition 4.3, we obtain

E

[
ess sup
τ∈T (F)

eτ |wτ |
2 +

∫

]0,T ]

es|zs|
2 d[M ]s

]
≤ αL2 7 + 16c21

3
E

[ ∫

]0,T ]

es|ws|
2 dAs

]

where α > 0, β > 1
α and a constant c1 > 0 is independent of α, β, L and thus

E

[
ess sup
τ∈T (F)

eτ |wτ |
2 +

∫

]0,T ]

es|zs|
2 d[M ]s

]
≤ αcAL

2(T + 1)
7 + 16c21

3
E

[
ess sup
τ∈T (F)

eτ |wτ |
2

]

where cA > 0 is such that AT ≤ cA. Thus we conclude that Φ is a contraction when 0 < α <
c−1
A L−2 3

(7+16c21)(T+1)
and β > α−1 and thus there exists a unique solution (Y, Z,K) ∈ S2(F) ×

H2(M) ×K to the reflected GBSDE (4.1).

4.4 Penalization Schemes for a Reflected GBSDE

To formulate results on penalization schemes for the reflected GBSDE, we recall that S = Sr ∪ {T }
where Sr = Sr(A) is the right support of the process A. The first penalization scheme is analogous
to the case of a penalized GBSDE, which was examined in Section 3.4. Similar to Theorem 3.1, we
will show in Theorem 4.1 that the process Y = limn→∞ Y n can be interpreted as the value process
of an optimal stopping problem with the reward process γ given by

γt := ζT1{t=T} + (ζ ∨ η1S)t1{t<T}. (4.16)

We henceforth postulate that Assumptions 2.1 and 3.1 are satisfied with a bounded process A.
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Theorem 4.1. Let the F-optional and bounded process ζ and (resp., the F-optional and bounded
process η) be làdlàg and right-upper-semicontinuous (resp., right-continuous). Consider the sequence
of solutions (Y n, Zn,Kn) to the reflected GBSDE

Y n
τ = ζT −

∫

Kτ,T K

Zn
s dMs +

∫

Kτ,T K

n(ηs − Y n
s )+ dAs + Kn

T −Kn
τ (4.17)

where an F-adapted, làdlàg, nondecreasing process Kn satisfies the Skorokhod conditions with the
lower obstacle ζ. Then the sequence Y n converges monotonically to a process Y , which satisfies, for
every t ∈ [0, T ],

Yt = ess sup
σ∈Tt,T (F)

E
[
γσ| Ft

]
(4.18)

where the process γ is given by (4.16). In addition, the triplet (Y, Z,K) = limn→∞(Y n, Zn,Kn) is
a unique solution to the reflected BSDE

Yt = ζT −

∫

]t,T ]

Zs dMs + KT −Kt (4.19)

where an F-adapted, làdlàg, nondecreasing process K satisfies the Skorokhod conditions with the
lower obstacle ζ.

Proof. We start by noticing that the existence of a unique solution (Y n, Zn,Kn) ∈ S2(F)×H2(M)×
K to the reflected GBSDE (4.17) follows from Proposition 4.4. Furthermore, the sequence Y n of
processes is monotonically increasing as n → ∞ (see Corollary 4.1) and the limit Y = limn→∞ Y n

is well defined.

Step 1. Our first goal is to show that, for every n ∈ N,

Y n
t = ess sup

σ∈Tt,T (F)

E
[
Y n
σ ∧ γσ | Ft

]
. (4.20)

To prove (4.20), we fix n and we observe that Y n is a supermartingale and thus, for every σ ∈ Tt,T (F),

Y n
t ≥ E

[
Y n
σ | Ft

]
≥ E

[
Y n
σ ∧ γσ | Ft

]
(4.21)

where the second inequality is obvious. To show the reverse inequality, we fix t ∈ [0, T [ and we
define ν = σn

t ∧ τnt ∈ Tt,T (F) where for any fixed δ > 0 we set (as usual, inf ∅ = T )

σn
t := inf{s ∈ [t, T ] : Y n

s ≤ ζs + ε}, τnt := inf{s ∈ [t, T ] : K̃n
s − K̃n

t > 0},

where ε := 0.5(Y n
t −ζt)δ and the continuous, nondecreasing process K̃n is given by K̃n

t :=
∫
]0,t]

n(ηs−

Y n
s )+ dAs. We will check that Y n

ν = Y n
ν ∧ ((ζ + ε) ∨ η1S)ν on the event {ν < T } = {σn

t ≤ τnt <
T } ∪ {τnt < σn

t } = E1 ∪E2. It is obvious that Y n
ν = ζT on the event E3 := {ν = T }.

On the event E1 = {t < σn
t ≤ τnt < T }, we have Y n

σn
t − − ζσn

t − ≥ ε and thus ∆Kn,d
σn
t

= 0,

which implies that Y n is a martingale on Jt, σn
t K. Furthermore, if ∆+Kn,g

σn
t

> 0, then the Skorokhod

condition gives Y n
σn
t

= ζσn
t

and if ∆+Kn,g
σn
t

= 0, then Y n is continuous at σn
t and ζσn

t
≤ Y n

σn
t

≤
ζσn

t
+ ε since ζ is assumed to be right-upper-semicontinuous. We conclude that on E1 we have

Y n
ν = Y n

ν ∧ (ζν + ε) = Y n
ν ∧ ((ζ + ε) ∨ η1S)ν where the second equality is a trivial consequence of

the first one.

On the event E2 = {τnt < σn
t }, the process Y n is right-continuous at τnt and hence from the

definition of τnt we obtain Y n
τn
t

= Y n
τn
t + ≤ ητn

t + = ητn
t

where the last inequality follows from the right-

continuity of η. We note also that the F-stopping time τnt has values in S so that ητn
t

= (η1S)τn
t

and
thus we have Y n

ν = Y n
ν ∧ (η1S)ν = Y n

ν ∧ ((ζ + ε)∨η1S)ν on E2 where the second equality is obvious.

It is also clear that Y n is a martingale on Jt, τnt K since the continuous, nondecreasing process K̃n

and the nondecreasing process Kn are constant on that interval.
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Recall that ε = 0.5(Y n
t − ζt)δ and the processes Y n and ζ are bounded so that ε ≤ cδ for some

constant c. Let us denote γε
t := ((ζ + ε) ∨ η1S)t1{t<T} + ζT1{t=T}. Since Y n is a martingale on

Jt, νK we have

Y n
t = E

[
Y n
ν | Ft

]
= E

[
Y n
ν ∧ γε

ν | Ft

]
≤ E

[
Y n
ν ∧ γν | Ft

]
+ cδ ≤ E

[
Y n
ν ∧ γν | Ft

]
(4.22)

where the last inequality holds since δ is any positive number. By combining (4.21) with (4.22) we
conclude that (4.20) is satisfied for every n ∈ N.

Step 2. We are now ready to show that (4.18) is valid. For any τ ∈ T t,T (F) equation (4.17) gives

Y n
τ = ζT −

∫

Kτ,T K

Zn
s dMs +

∫

Kτ,T K

n(ηs − Y n
s )+ dAs + KT −Kτ

and, by applying the comparison theorem for a generalized GBSDE (see Proposition 4.2), we obtain

the inequality Y n ≥ Ŷ n where (Ŷ n, Ẑn, K̂n) solves the linear reflected GBSDE

Ŷ n
τ = ζT −

∫

Kτ,T K

Ẑn
s dMs +

∫

Kτ,T K

n(ηs − Ŷ n
s ) dAs + K̂n

T − K̂n
τ

= ζT −

∫

Kτ,T K

Ẑn
s dMs +

∫

Kτ,T K

n(ηs − Ŷ n
s ) dAs + K̂n

T − K̂n
τ

≥ ζT −

∫

Kτ,T K

Z
n

s dMs +

∫

Kτ,T K

n(ηs − Y
n

s ) dAs = Y
n

τ

where the inequality holds since the generator gn(t, y) = n(ηt − y) is linear and the process K̂ is
nondecreasing on Jτ, T K. Furthermore, by solving the linear GBSDE

Y
n

τ = ζT −

∫

Kτ,T K

Z
n

s dMs +

∫

Kτ,T K

n(ηs − Y
n

s ) dAs

we obtain Y n
τ ≥ Ŷ n

τ ≥ Y
n

τ where

Y
n

τ = E
[
ζTEτ,T (−An) + (1Kτ,T KηEτ,·(−An) • An)T |Fτ

]

where the sequence of random variables Eτ,T (−An) converges to 1{τ=T} as n → ∞ and thus, by
Lemma 3.1 and the right-continuity of η, we obtain

Yτ = lim
n→∞

Y n
τ ≥ lim

n→∞
Y

n

τ = ζτ1{τ=σ} + ητ1{τ<σ}. (4.23)

Using the fact that Y ≥ Y
n
≥ 0 and Y ≥ ζ, we deduce that for any stopping time σ ∈ Tt,T (F), on

the event {σ < T }, we have from (4.23)

Yσ ≥ ζσ ∨ (η1S)σ

and YT = ζT on the event {σ = T }. Consequently,

Yσ ≥ ζT1{σ=T} + ζσ ∨ (η1S)σ1{σ<T} = γσ.

Since we clearly have Y n
t ≤ ess supσ∈Tt,T (F) E

[
γσ | Ft

]
, it suffices to show that

Yt ≥ ess sup
σ∈Tt,T (F)

E
[
γσ | Ft

]
.

The above inequality follows from the observation that, by the monotone convergence theorem, the
process Y is a supermartingale dominating the reward process γ and the minimality property of the
Snell envelope. We thus conclude that (4.18) holds.

Finally, the representation of Y as the solution of the reflected BSDE (4.19) follows by noticing
that the process γ is again upper-semicontinuous and applying the classic Doob-Meyer-Mertens
decomposition to (4.18).
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We conclude this work by examining another penalization scheme for a reflected GBSDE where
the process ζ is still the lower obstacle but the role of the process η differs from the previous result
and thus the limiting process Ỹ is expected to represent the value of a Dynkin game and hence also
to be a solution to a doubly reflected GBSDE (see Remark 4.1).

Theorem 4.2. Let the F-optional and bounded process ζ (resp., the F-optional and bounded pro-
cess η) be right-upper-semicontinuous (resp., right-continuous). Consider the sequence of solutions

(Ỹ n, Z̃n, K̃n) to the reflected GBSDE

Ỹ n
τ = ζT −

∫

Kτ,T K

Z̃n
s dMs −

∫

Kτ,T K

n(Ỹ n
s − ηs)

+ dAs + K̃n
T − K̃n

τ

where K̃n satisfies the Skorokhod conditions with the lower obstacle ζ. If the inequality ζ ≤ η holds
on the set S, then the sequence Ỹ n converges monotonically to the process Ỹ which satisfies, for
every t ∈ [0, T ],

Ỹt = ess inf
τ∈T t,T (F)

ess sup
σ∈Tt,T (F)

E(Θ(σ, τ) | Ft) = ess sup
σ∈Tt,T (F)

ess inf
τ∈T t,T (F)

E(Θ(σ, τ) | Ft) (4.24)

where Θ(σ, τ) := ζσ1{τ>σ} + (ζ ∨ η)τ1{τ≤σ}.

Proof. Let (Ỹ n, Z̃n, K̃n) be the unique solution in S2(F)×H2(M)×K to the reflected GBSDE (see
Proposition 4.4)

Ỹ n
τ = ζT −

∫

Kτ,T K

Z̃n
s dMs −

∫

Kτ,T K

n(Ỹ n
s − ηs)

+ dAs + K̃n
T − K̃n

τ (4.25)

where Ỹ n ≥ ζ and the Skorokhod conditions are satisfied by an F-adapted, nondecreasing process
K̃n. We note that the sequence Ỹ n is monotonically decreasing as n → ∞ (see Corollary 4.1) and

the limit Ỹ = limn→∞ Ỹ n exists.

Step 1. We will first prove that

Ỹt ≥ ess inf
τ∈T t,T (F)

ess sup
σ∈Tt,T (F)

E
[
ζσ1{τ>σ} + (ζ ∨ η)τ1{τ≤σ} | Ft

]
. (4.26)

To establish (4.26), for any fixed t and n, we define τ̄nt := inf{s ∈ [t, T ] : L̃n
s − L̃n

t > 0} where

L̃n
t :=

∫
]0,t] n(Ỹ n

s − ηs)
+ dAs. Since the process L̃n is continuous, the graph of the stopping time

τ̄nt is contained in S ∩ [t, T ], which implies that τ̄nt ∈ T t,T (F). Suppose, on the contrary, that

τ̄nt 6∈ T t,T (F). Then the event {τ̄nt < T } ∩ {τ̄nt ∈ S
c
} has a positive probability and, for any

fixed ω ∈ {τ̄nt < T } ∩ {τ̄nt ∈ S
c
}, there exists δ = δ(ω) > 0 such that Aτ̄n

t +δ = Aτ̄n
t

. However,

this contradicts the definition of τ̄nt since L̃n is absolutely continuous with respect to Γ̃ and thus

L̃n
τ̄n
t +δ = L̃n

τ̄n
t

.

The continuity of A entails that Ỹ n
τ̄n
t + ≥ lim infs↓τ̄n

t
ηs on {τ̄nt < T } and, consequently, using

also (4.25) and the right-continuity of η we deduce that Ỹ n
τ̄n
t

= Ỹ n
τ̄n
t + + ∆+K̃n,g

τ̄n
t

≥ Ỹ n
τ̄n
t + ≥ ητ̄n

t
. In

addition, we have Ỹ n
τ̄n
t
≥ ζτ̄n

t
since (Ỹ n, Z̃n, K̃n) solves the reflected GBSDE (4.25). We conclude

that Ỹ n
τ̄n
t
≥ (ζ ∨ η)τ̄n

t
on {τ̄nt < T } and, manifestly, Ỹ n

T = ζT .

We now take an arbitrary stopping time σ ∈ Tt,T (F) and define ν := τ̄nt ∧σ so that Ỹ n is a strong

supermartingale on Jt, νK since L̃n
ν = L̃n

t . Then Ỹ n
ν ≥ ζν on E1 := {τ̄nt ≥ σ} and Ỹ n

ν ≥ (ζ ∨ η)ν on
E2 := {τ̄nt < σ}. Consequently, for any σ ∈ Tt,T (F),

Ỹ n
t ≥ E[Ỹ n

ν | Ft] ≥ E
[
ζσ1{τ̄n

t >σ} + (ζ ∨ η)τ̄n
t
1{τ̄n

t ≤σ} | Ft

]
(4.27)
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from which we deduce that

Ỹ n
t ≥ ess sup

σ∈Tt,T (F)

E
[
ζσ1{τ̄n

t >σ} + (ζ ∨ η)τ̄n
t
1{τ̄n

t ≤σ} | Ft

]

≥ ess inf
τ∈T t,T (F)

ess sup
σ∈Tt,T (F)

E
[
ζσ1{τ>σ} + (ζ ∨ η)τ1{τ≤σ} | Ft

]
.

Finally, the sequence Ỹ n is decreasing and Ỹ = limn→∞ Ỹ n so that we obtain (4.26).

Step 2. In this step, we will establish the inequality

Ỹt ≤ ess sup
σ∈Tt,T (F)

ess inf
τ∈T t,T (F)

E
[
ζσ1{τ>σ} + (ζ ∨ η)τ1{τ≤σ} | Ft

]
(4.28)

by showing that, for any ε > 0, there exists σ̄t ∈ Tt,T (F), which may depend on ε, such that for an
arbitrary τ ∈ T t,T (F) we have

Ỹt ≤ E
[
ζσ̄t1{τ>σ̄t} + (ζ ∨ η)τ1{τ≤σ̄t} | Ft

]
+ ε. (4.29)

For a fixed t and ε > 0, we define σ̄n
t := inf{s ∈ [t, T ] : Ỹ n

s ≤ ζs + ε}. Recall that the sequence

Ỹ n is monotonically decreasing as n → ∞ and Ỹ = limn→∞ Ỹ n so that σ̄n
t ≥ σ̄n+1

t . We define an

F-stopping time σ̄t := limn→∞ σ̄n
t . From the lower bound in (4.27) we know that Ỹ n

t ≥ 0, while the
comparison theorem for reflected GBSDEs gives, for every n ∈ N,

Ỹt ≤ Ỹ n
t ≤ Xt = ζT −

∫

]t,T ]

Zs dMs + KT −Kt = ess sup
τ∈Tt,T (F)

E[ζτ | Ft] ≤ cζ (4.30)

where (X,Z,K) is a solution to the reflected BSDE implicit in (4.30) with the lower obstacle ζ (see
Section 4.1) and thus the second equality is due to the well-known relationship between a solution
to the reflected BSDE with null generator and the value process of an optimal stopping problem
with the bounded reward process ζ.

From the assumption that ζ is right-upper-semicontinuous we deduce that Ỹ n
σ̄n
t
≤ ζσ̄n

t
+ ε where

the inequality is trivially satisfied on the event {σ̄n
t = T }. Since Ỹ n is a làdlàg process, it would be

possible to have sample paths satisfying: Ỹ n
σ̄n
t
> ζσ̄n

t
+ ε and there exists δ > 0 such that Ỹ n ≤ ζ + ε

on Kσ̄n
t , σ̄

n
t + δK. However, by the right-upper-semicontinuity of ζ, this would imply the inequalities

Ỹ n
σ̄n
t + ≤ ζσ̄n

t
+ ε and ∆+K̃n,g

σ̄n
t

> 0. This would lead to a contradiction since, from the Skorokhod

condition for K̃n,g, the inequality ∆+K̃n,g
σ̄n
t

> 0 implies that Ỹ n
σ̄n
t

= ζσ̄n
t
< ζσ̄n

t
+ ε < Ỹ n

σ̄n
t

. In view of

these considerations, we conclude that Ỹ n > Ỹ n − ε > ζ on Jt, σ̄n
t J and Ỹ n

− > Ỹ n
− − ε ≥ ζ̄ on Kt, σ̄n

t K.

Together with the Skorokhod condition for the process K̃n, this gives

K̃n
σ̄n
t
− K̃n

t =

∫

Kt,σ̄n
t K

dK̃n,r
s +

∫

Jt,σ̄n
t J

dK̃n,g
s+ = 0. (4.31)

If we take ν := τ ∧ σ̄n
t where τ ∈ T t,T (F) is arbitrary, then

Ỹ n
t = E

[
Ỹ n
ν −

∫

Kt,νK

n(Ỹ n
s − ηs)

+ dAs + K̃n
ν − K̃n

t

∣∣Ft

]
≤ E

[
Ỹ n
ν | Ft

]

= E
[
Ỹ n
σ̄n
t
1{τ>σ̄n

t } + Ỹ n
τ 1{τ≤σ̄n

t } | Ft

]

≤ E
[
ζσ̄n

t
1{τ>σ̄n

t } + (Ỹ n ∨ ζ ∨ η)τ1{τ≤σ̄n
t } | Ft

]
+ ε

≤ E
[
ζσ̄n

t
1{τ>σ̄n

t } + (Y ∨ ζ ∨ η)τ1{τ≤σ̄t} | Ft

]
+ E

[
|Ỹ n

τ − Yτ | | Ft

]
+ CE

[
1Kσ̄t,σ̄n

t K(τ)| Ft

]
+ ε

where on the event E1 := {τ > σ̄n
t } we have used the inequality Ỹ n

σ̄n
t
≤ ζσ̄n

t
+ ε while on the event

E2 := {τ ≤ σ̄n
t } we have used the trivial inequality Ỹ n

τ ≤ Ỹ n
τ ∨ ζτ ∨ ητ . By considering the limit
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superior in n and using the conditional reverse Fatou lemma (see Theorem 2 in [44]) together with
the right-upper-semicontinuity of ζ and the monotone convergence theorem, we obtain

Ỹt ≤ E
[
ζσ̄t1{τ>σ̄t} + (Y ∨ ζ ∨ η)τ1{τ≤σ̄t} | Ft

]
+ ε.

Next, we will show that Y can be omitted from the conditional expectation above. For any τ ∈
T t,T (F), equation (4.31) gives

Ỹ n
τ = Ỹ n

σ̄n
τ
−

∫

Kτ,σ̄n
τ K

Z̃n
s dMs −

∫

Kτ,σ̄n
τ K

n(Ỹ n
s − ηs)

+ dAs.

We now use similar arguments as in Step 2 in the proof of Theorem 4.1. We observe that
Ỹ n
σ̄n
τ
≤ ζσ̄n

τ
+ ε and, for all (ω, s, y) ∈ Ω × [0, T ] × R,

(y − ηs)
+(ω) ≥ 1J0,σ̄τ K(s)(y − ηs)

+(ω) ≥ 1J0,σ̄τ K(s)(y − ηs)(ω)

where the function g(ω, s, y) := 1J0,σ̄τ K(s)(ηs−y)(ω) is nonincreasing in y, for every (ω, s) ∈ Ω×[0, T ].
By applying the comparison theorem for a GBSDE (see Proposition 3.1) on the interval Jτ, σ̄n

τ K, we

see that Ỹ n ≤ Y n where (Y n, Zn) solves the following linear BSDE

Y n
τ = ζσ̄n

τ
+ ε−

∫

Kτ,σ̄n
τ K

Zn
s dMs −

∫

Kτ,σ̄n
τ K

n(Y n
s − ηs)1J0,σ̄τ K(s) dAs

= ζσ̄n
τ

+ ε−

∫

Kτ,σ̄n
τ K

Zn
s dMs +

∫

Kτ,σ̄n
τ K

n(ηs − Y n
s ) dAσ̄τ

s .

Let us denote An := nA. Since τ ≤ σ̄τ ≤ σ̄n
τ ≤ T , Corollary 3.2 gives

Y n
τ = E

[
(ζσ̄n

τ
+ ε)Eτ,σ̄τ (−An) + (1Kτ,σ̄τ KηEτ,·(−An) • An)T |Fτ

]

≤ E
[
ζσ̄τ Eτ,σ̄τ (−An) + (1Kτ,σ̄τ KηEτ,·(−An) • An)T |Fτ

]
+ E

[
[ζσ̄n

τ
− ζσ̄τ ]Eτ,σ̄τ (−An)|Fτ

]
+ ε

where in the last inequality we have used the inequality Eτ,σ̄τ (−An) ≤ 1. The quantity Eτ,σ̄τ (−An)
converges to 1{τ=σ̄τ} as n → ∞ and, by the subadditivity of the limit superior, the conditional
reverse Fatou lemma and the dominated convergence theorem, we obtain

lim sup
n→∞

E
[
[ζσ̄n

τ
− ζσ̄τ ]Eτ,σ̄τ (−An) | Fτ

]

≤ lim sup
n→∞

E
[
[ζσ̄n

τ
Eτ,σ̄τ (−An) | Fτ

]
− lim

n→∞
E
[
ζσ̄τ Eτ,σ̄τ (−An) | Fτ

]

≤ E
[
[lim sup

n→∞
ζσ̄n

τ
− ζσ̄τ ]1{τ=σ̄n

τ } | Fτ

]
≤ 0

where the last inequality holds since ζ is right-upper-semicontinuous along stopping times (see
Remark B.3 in [32]). For any fixed ε > 0, we conclude from the subadditivity of the limit superior
and Lemma 3.1 that

Ỹτ ≤ ζτ1{τ=σ̄τ} + ητ1{τ<σ̄τ} + ε ≤ (ζ ∨ η)τ + ε

and thus Ỹτ ≤ (ζ ∨ η)τ for every stopping time τ in T t,T (F), which gives the desired upper bound
in (4.29).

Step 3. Since we always have that

ess inf
τ∈T t,T (F)

ess sup
σ∈Tt,T (F)

E[Θ(σ, τ) | Ft] ≥ ess sup
σ∈Tt,T (F)

ess inf
τ∈T t,T (F)

E[Θ(σ, τ) | Ft]

we obtain (4.24) by combining (4.26) with (4.28).
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Remark 4.1. It is natural to conjecture that the process Ỹ given by (4.24) can be represented
through a solution to a doubly reflected BSDE. Although we do not examine that issue in the
present work, let us point out that in the case where the processes η and ζ are càdlàg and At = t, it
was demonstrated in Theorem 3.1 of Hamadène et al. [25] that the limit Ỹ satisfies locally a doubly
reflected BSDE with the lower and upper obstacle equal to ζ and η, respectively. In addition,
Theorem 4.1 in [25] shows that if the obstacles are completely separated, in the sense that the

inequality η > ζ holds, then Ỹ is a solution to a doubly reflected BSDE.

From the point of view of the present work, we expect analogous results to be valid. However,
since the exercise set of the minimizer in (4.24) is constrained to the right support of the measure

generated by A, we expect the limit Ỹ to satisfy a doubly reflected BSDE with possible constraints
on the Skorokhod condition. More specifically, we expect that the reflection process associated
with the upper obstacle η only increases at times when a solution Ỹ hits the upper obstacle η and,
simultaneously, the process A increases (more precisely, on the right support of the random measure
generated by A).
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